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Preface

Like all of the previous authors of this book, we are dedicated
to the concept that immunology is best taught and learned in
an experimentally-based manner, and we have retained that
emphasis with this edition. It is our goal that students should
complete an immunology course not only with a firm grasp
of content, but also with a clear sense of how key discoveries
were made, what interesting questions remain, and how they
might best be answered. We believe that this approach ensures
that students both master fundamental immunological con-
cepts and internalize a vision of immunology as an active and
ongoing process. Guided by this vision, the new edition has
been extensively updated to reflect the recent advances in all
aspects of our discipline.

New Authorship

L

As a brand-new team of authors, we bring experience in both
research and undergraduate teaching to the development of this
new edition, which continues to reflect a dedication to peda-
gogical excellence originally modeled by Janis Kuby. We remain
deeply respectful of Kuby’s unique contribution to the teaching
of immunology and hope and trust that this new manifestation
of her creation will simply add to her considerable legacy.

Understanding
Immunology As a Whole

I
We recognize that the immune system is an integrated network
of cells, molecules, and organs, and that each component relies
on the rest to function properly. This presents a pedagogical
challenge because to understand the whole, we must attain
working knowledge of many related pieces of information,
and these do not always build upon each other in simple lin-
ear fashion. In acknowledgment of this challenge, this edition
presents the “big picture” twice; first as an introductory over-
view to immunity, then, thirteen chapters later, as an integra-
tion of the details students have learned in the intervening text.
Specifically, Chapter 1 has been revised to make it more
approachable for students who are new to immunology. The
chapter provides a short historical background to the field and
an introduction to some of the key players and their roles in
the immune response, keeping an eye on fundamental con-
cepts (Overview Figure 1-9). A new section directly addresses
some of the biggest conceptual hurdles, but leaves the cellular
and molecular details for later chapters.

OVERVIEW FIGURE 1-9 Collaboration between innate and
adaptive immunity in resolving an infection.

A new capstone chapter (Chapter 14) integrates the events
of an immune response into a complete story, with particu-
lar reference to the advanced imaging techniques that have
become available since the writing of the previous edition.
In this way, the molecular and cellular details presented in
Chapters 2-13 are portrayed in context, a moving landscape
of immune response events in time and space (Figure 14-5).

FIGURE 14-5 AT cell (blue) on a fibroblastic reticular network
(red and green) in the lymph node.



Focus on the Fundamentals

I

The order of chapters in the seventh edition has been revised
to better reflect the sequence of events that occurs naturally
during an immune response in vivo. This offers instructors
the opportunity to lead their students through the steps of
an immune response in a logical sequence, once they have
learned the essential features of the tissues, cells, molecular
structures, ligand-receptor binding interactions, and signal-
ing pathways necessary for the functioning of the immune
system. The placement of innate immunity at the forefront
of the immune response enables it to take its rightful place
as the first, and often the only, aspect of immunity that an
organism needs to counter an immune insult. Similarly, the
chapter on complement is located within the sequence in a
place that highlights its function as a bridge between innate
and adaptive immune processes. However, we recognize that
a course in immunology is approached differently by each
instructor. Therefore, as much as possible, we have designed
each of the chapters so that it can stand alone and be offered
in an alternative order.

Challenging All Levels
I
While this book is written as a text for students new to im-
munology, it is also our intent to challenge students to reach
deeply into the field and to appreciate the connections with
other aspects of biology. Instead of reducing difficult top-
ics to vague and simplistic forms, we instead present them
with the level of detail and clarity necessary to allow the
beginning student to find and understand information they
may need in the future. This offers the upper level student
a foundation from which they can progress to the inves-
tigation of advances and controversies within the current
immunological literature. Supplementary focus boxes have
been used to add nuance or detail to discussions of particu-
lar experiments or ideas without detracting from the flow
of information. These boxes, which address experimental
approaches, evolutionary connections, clinical aspects, or
advanced material, also allow instructors to tailor their use
appropriately for individual courses. They provide excellent
launching points for more intensive in class discussions
relevant to the material.

Some of the most visible changes and improvements
include:

o A rewritten chapter on the cells and organs of the im-
mune system (Chapter 2) that includes up to date images
reflecting our new understanding of the microenviron-
ments where the host immune system develops and
responds.

o The consolidation of signaling pathways into two
chapters: Chapter 3 includes a basic introduction to
ligand:receptor interactions and principles of receptor
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signaling, as well as to specific molecules and pathways
involved in signaling through antigen receptors. Chapter
4 includes a more thorough introduction to the roles of
cytokines and chemokines in the immune response.

o An expanded and updated treatment of innate immunity
(Chapter 5), which now includes comprehensive cover-
age of the many physical, chemical, and cellular defenses
that constitute the innate immune system, as well as
the ways in which it activates and regulates adaptive
immunity.

o Substantial rewriting of chapters concerned with
complement (Chapter 6) and antigen receptor gene
rearrangement (Chapter 7). These chapters have been ex-
tensively revised for clarity in both text and figures. The
description of the complement system has been updated
to include the involvement of complement proteins in
both innate and adaptive aspects of immunity.

o A restructured presentation of the MHC, with the addi-
tion of new information relevant to cross-presentation
pathways (Chapter 8) (Figure 8-22b).

(b) DC cross-presentation and activation of CTL

Cross-presenting —
dendritic cell

@— Exogenous
® @ antigen
® @

O

TLR
1 —2—Crossover
23 pathway

- Class I MHC

CD80/CD86
CD28

S0 0o
IL-2— o Naive
[9)

°
T cell

FIGURE 8-22b Exogenous antigen activation of naive T, cells re-
quires DC licensing and cross-presentation

o The dedication of specialized chapters concerned with
T cell development and T cell activation (Chapters 9
and Chapter 11, respectively). Chapter 11 now includes
current descriptions of the multiple helper T cell subsets
that regulate the adaptive immune response.

o Substantially rewritten chapters on B cell development
and B cell activation (Chapters 10 and 12, respectively)
that address the physiological locations as well as the na-
ture of the interacting cells implicated in these processes.

o An updated discussion of the role of effector cells and
molecules in clearing infection (Chapter 13), including a
more thorough treatment of NK and NKT cells.
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o A new chapter that describes advances in understand-
ing and visualizing the dynamic behavior and activi-
ties of immune cells in secondary and tertiary tissue
(Chapter 14).

o Substantial revision and updating of the clinical chapters
(Chapters 15-19) including the addition of several new
clinically relevant focus boxes.

o Revised and updated versions of the final methods chap-
ter (Chapter 20), and the appendices of CD antigens,
chemokines, and cytokines and their receptors.

Throughout the book, we attempt to provide a “big picture”
context for necessary details in a way that facilitates greater
student understanding.

Recent Advances and Other Additions
I

Immunology is a rapidly growing field, with new discoveries,
advances in techniques, and previously unappreciated con-
nections coming to light every day. The 7th edition has been
thoroughly updated throughout, and now integrates the fol-
lowing new material and concepts:

« New immune cell types and subtypes, as well as the
phenotypic plasticity that is possible between certain
subtypes of immune cells.

o A greater appreciation for the wide range of mechanisms
responsible for innate immunity and the nature and roles
of innate responses in sensing danger, inducing inflam-
mation, and shaping the adaptive response (Figure 5-18).

Bacteria

,( )
TLR4 or
TLRS

Helminth

RA v 0o Aoffo ¢
S CD28 —eo CD80/86 TerBg %%DQOD
== TCR €= MHC Il with peptide
FIGURE 5-18 Differential signaling through dendritic cell PRRs
influences helper T cell functions.

+ Regulation of immunity, including new regulatory cell
types, immunosuppressive chemical messengers and
the roles these play, for example, in tolerance and in
the nature of responses to different types of antigens
(Figure 9-10).

Inhibitory
cytokines

TGFB

(4
Cyto%(me- IL-2R" TCR 6 Inhibiting antigen
deprivation — C} presenting cells
MHC

O Cytotoxicity

FIGURE 9-10 How regulatory T cells inactivate traditional T cells.

i

o The roles of the microbiome and commensal organisms in
the development and function of immunity, as well as the
connections between these and many chronic diseases.

o A new appreciation for the micro environmental
substructures that guide immune cell interactions with
antigen and with one another (Figure 14-11a).

Antigen delivery to T cells
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FIGURE 14-11aHowantigen travels into alymph node.

o Many technical advances, especially in the areas of imag-
ing and sequencing, which have collectively enhanced
our understanding of immune function and cellular
interactions, allowing us to view the immune response
in its natural anatomical context, and in real time (see
Figure 14-5).

Connections to the Bench,
the Clinic, and Beyond

I

We have made a concerted effort in the 7th edition to integrate
experimental and clinical aspects of immunology into the
text. In Chapter 2, illustrations of immune cells and tissues are
shown alongside histological sections or, where possible, electron




micrographs, so students can see what they actually look like.
Throughout the text, experimental data are used to dem-
onstrate the bases for our knowledge (Figure 3-4b), and the
clinical chapters at the end of the book (Chapters 15 through
19) describe new advances, new challenges, and newly appre-
ciated connections between the immune system and disease.

FIGURE 3-4b Targeted delivery of cytokines (pink).

Featured Boxes

I

Associated with each chapter are additional boxed materials
that provide specialized information on historically-important
studies (Classic Experiments) that changed the way immu-
nologists viewed the field, noteworthy new breakthroughs
(Advances) that have occurred since the last edition, the
clinical relevance of particular topics (Clinical Focus) and
the evolution of aspects of immune functioning (Evolution).
Examples of such boxes are “The Prime and Pull Vaccine
strategy, “Genetic defects in components of innate and in-
flammatory responses associated with disease;” “The role of
miRNAs in the control of B cell development” and an updated
“Stem cells: Clinical uses and potential” We have involved our
own undergraduate students in the creation of some of these
boxes, which we believe have greatly benefitted from their
perspective on how to present interesting material effectively
to their fellow students.

Critical Thinking and Data Analysis
I

Integration of experimental evidence throughout the book
keeps students focused on the how and why. Detailed and
clear descriptions of the current state of the field provide
students with the knowledge, skills, and vocabulary to read
critically in the primary literature. Updated and revised study
questions at the end of the chapter range from simple recall of
information to analyzing original data or proposing hypothe-
ses to explain remaining questions in the field. Classic Experi-
ment boxes throughout the text help students to appreciate
the seminal experiments in immunology and how they were
conducted, providing a bridge to the primary research articles
and emphasizing data analysis at every step.

Media and Supplements

I

NEW! ImmunoPortal (courses.bfwpub.com/immunology7e)
This comprehensive and robust online teaching and

learning tool combines a wealth of media resources, vigorous
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assessment, and helpful course management features into one
convenient, fully customizable space.

ImmunoPortal Features:

NEW! Kuby Immunology Seventh Edition e-Book—also
available as a standalone resource (ebooks.bfwpub.com/
immunology7e)

This online version of the textbook combines the contents
of the printed book, electronic study tools, and a full comple-
ment of student media, including animations and videos.
Students can personalize their e-Book with highlighting,
bookmarking, and note-taking features. Instructors can cus-
tomize the e-Book to focus on specific sections, and add their
own notes and files to share with their class.

NEW! LearningCurve—A Formative
Quizzing Engine

With powerful adaptive quizzing, a game-like format, and the
promise of significantly better grades, LearningCurve gives
instructors a quickly implemented, highly effective new way
to get students more deeply involved in the classroom. De-
veloped by experienced teachers and experts in educational
technology, LearningCurve offers a series of brief, engaging
activities specific to your course. These activities put the con-
cept of “testing to learn” into action with adaptive quizzing
that treats each student as an individual with specific needs:

o Students work through LearningCurve activities one
question at a time.

o With each question, students get immediate feedback.
Responses to incorrect answers include links to book
sections and other resources to help students focus on
what they need to learn.

 As they proceed toward completion of the activity, the
level of questioning adapts to the level of performance.
The questions become easier, harder, or the same de-
pending on how the student is doing.

o And with a more confident understanding of assigned

material, students will be more actively engaged during
classtime.

Resources

The Resources center provides quick access to all instructor
and student resources for Kuby Immunology.

For Instructors—

Allinstructor media are available in the ImmunoPortal and on
the Instructor Resource DVD.

NEW! test bank—over 500 dynamic questions in PDF and
editable Word formats include multiple-choice and short-
answer problems, rated by level of difficulty and Blooms
Taxonomy level.
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Overview of the
Immune System

he immune system evolved to protect
multicellular organisms from pathogens. Highly
adaptable, it defends the body against invaders
as diverse as the tiny (~30 nm), intracellular
virus that causes polio and as large as the giant parasitic
kidney worm Dioctophyme renale, which can grow to
over 100 cm in length and 10 mm in width. This
diversity of potential pathogens requires a range of
recognition and destruction mechanisms to match the
multitude of invaders. To accomplish this feat,
vertebrates have evolved a complicated and dynamic
network of cells, molecules, and pathways. Although
elements of these networks can be found throughout the
plant and animal kingdoms, the focus of this book will
be on the highly evolved mammalian immune system.

The fully functional immune system involves so many
organs, molecules, cells, and pathways in such an
interconnected and sometimes circular process that it is
often difficult to know where to start! Recent advances in
cell imaging, genetics, bioinformatics, as well as cell and
molecular biology, have helped us to understand many of
the individual players in great molecular detail. However,
a focus on the details (and there are many) can make
taking a step back to see the bigger picture challenging,
and it is often the bigger picture that motivates us to study
immunology. Indeed, the field of immunology can be
credited with the vaccine that eradicated smallpox, the
ability to transplant organs between humans, and the
drugs used today to treat asthma. Our goal in this chapter
is therefore to present the background and concepts in
immunology that will help bridge the gap between the
cellular and molecular detail presented in subsequent
chapters and the complete picture of an immune response.
A clear understanding of each of the many players involved
will help one appreciate the intricate coordination of an
immune system that makes all of this possible.

The study of immunology has produced amazing and
fascinating stories (some of which you will see in this
book), where host and microbe engage in battles waged
over both minutes and millennia. But the immune system
is also much more than an isolated component of the
body, merely responsible for search-and-destroy missions.
In fact, it interleaves with many of the other body systems,

A phagocytic cell (macrophage, green)
engulfing the bacteria that cause

tuberculosis (orange). Max Planck Institute for
Infection Biology/Dr. Volker Brinkmann

A Historical Perspective of Immunology

Important Concepts for Understanding the
Mammalian Immune Response

Y The Good, Bad, and Ugly of the Immune System

including the endocrine, nervous, and metabolic systems,
with more connections undoubtedly to be discovered in
time. Finally, it has become increasingly clear that elements
of immunity play key roles in regulating homeostasis in the
body for a healthy balance. Information gleaned from the
study of the immune system, as well as its connections
with other systems, will likely have resounding
repercussions across many basic science and biomedical
fields, not to mention in the future of clinical medicine.

This chapter begins with a historical perspective,
charting the beginnings of the study of immunology, largely
driven by the human desire to survive major outbreaks of
infectious disease. This is followed by presentation of a few
key concepts that are important hallmarks of the
mammalian immune response, many of which may not
have been encountered elsewhere in basic biology. This is
not meant as a comprehensive overview of the mammalian
immune system but rather as a means for jumping the large
conceptual hurdles frequently encountered as one begins to
describe the complexity and interconnected nature of the
immune response. We hope this will whet the appetite and
prepare the reader for a more thorough discussion of the
specific components of immunity presented in the



2 PART | | Introduction

following chapters. We conclude with a few challenging
clinical situations, such as instances in which the immune
system fails to act or becomes the aggressor, turning its
awesome powers against the host. More in-depth coverage
of these and other medical aspects of immunology can be
found in the final chapters of this book.

A Historical Perspective
of Immunology

I

The discipline of immunology grew out of the observation
that individuals who had recovered from certain infectious
diseases were thereafter protected from the disease. The
Latin term immunis, meaning “exempt,” is the source of the
English word immunity, a state of protection from infec-
tious disease. Perhaps the earliest written reference to the
phenomenon of immunity can be traced back to Thucy-
dides, the great historian of the Peloponnesian War. In
describing a plague in Athens, he wrote in 430 Bc that only
those who had recovered from the plague could nurse the
sick because they would not contract the disease a second
time. Although early societies recognized the phenomenon
of immunity, almost 2000 years passed before the concept
was successfully converted into medically effective practice.

Early Vaccination Studies Led
the Way to Immunology

The first recorded attempts to deliberately induce immunity
were performed by the Chinese and Turks in the fifteenth
century. They were attempting to prevent smallpox, a disease
that is fatal in about 30% of cases and that leaves survivors
disfigured for life (Figure 1-1). Reports suggest that the dried
crusts derived from smallpox pustules were either inhaled or
inserted into small cuts in the skin (a technique called vari-
olation) in order to prevent this dreaded disease. In 1718,
Lady Mary Wortley Montagu, the wife of the British ambas-
sador in Constantinople, observed the positive effects of
variolation on the native Turkish population and had the
technique performed on her own children.

The English physician Edward Jenner later made a giant
advance in the deliberate development of immunity, again
targeting smallpox. In 1798, intrigued by the fact that milk-
maids who had contracted the mild disease cowpox were sub-
sequently immune to the much more severe smallpox, Jenner
reasoned that introducing fluid from a cowpox pustule into
people (i.e., inoculating them) might protect them from small-
pox. To test this idea, he inoculated an eight-year-old boy with
fluid from a cowpox pustule and later intentionally infected the
child with smallpox. As predicted, the child did not develop
smallpox. Although this represented a major breakthrough, as
one might imagine, these sorts of human studies could not be
conducted under current standards of medical ethics.

Jenner’s technique of inoculating with cowpox to protect
against smallpox spread quickly through Europe. However, it

FIGURE 1-1 African child with rash typical of smallpox on
face, chest, and arms. Smallpox, caused by the virus Variola major,
has a 30% mortality rate. Survivors are often left with disfiguring scars.
[Centers for Disease Control]

was nearly a hundred years before this technique was applied
to other diseases. As so often happens in science, serendipity
combined with astute observation led to the next major
advance in immunology: the induction of immunity to chol-
era. Louis Pasteur had succeeded in growing the bacterium
that causes fowl cholera in culture, and confirmed this by
injecting it into chickens that then developed fatal cholera.
After returning from a summer vacation, he and colleagues
resumed their experiments, injecting some chickens with an
old bacterial culture. The chickens became ill, but to Pasteur’s
surprise, they recovered. Interested, Pasteur then grew a fresh
culture of the bacterium with the intention of injecting this
lethal brew into some fresh, unexposed chickens. But as the
story is told, his supply of fresh chickens was limited, and
therefore he used a mixture of previously injected chickens
and unexposed birds. Unexpectedly, only the fresh chickens
died, while the chickens previously exposed to the older
bacterial culture were completely protected from the disease.
Pasteur hypothesized and later showed that aging had weak-
ened the virulence of the pathogen and that such a weakened
or attenuated strain could be administered to provide immu-
nity against the disease. He called this attenuated strain a
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vaccine (from the Latin vacca, meaning “cow”), in honor of
Jenner’s work with cowpox inoculation.

Pasteur extended these findings to other diseases, demon-
strating that it was possible to attenuate a pathogen and admin-
ister the attenuated strain as a vaccine. In a now classic
experiment performed in the small village of Pouilly-le-Fort in
1881, Pasteur first vaccinated one group of sheep with anthrax
bacteria (Bacillus anthracis) that were attenuated by heat treat-
ment. He then challenged the vaccinated sheep, along with
some unvaccinated sheep, with a virulent culture of the anthrax
bacillus. All the vaccinated sheep lived and all the unvaccinated
animals died. These experiments marked the beginnings of the
discipline of immunology. In 1885, Pasteur administered his
first vaccine to a human, a young boy who had been bitten
repeatedly by a rabid dog (Figure 1-2). The boy, Joseph Meister,
was inoculated with a series of attenuated rabies virus prepara-
tions. The rabies vaccine is one of very few that can be successful
when administered shortly after exposure, as long as the virus
has not yet reached the central nervous system and begun to
induce neurologic symptoms. Joseph lived, and later became a
caretaker at the Pasteur Institute, which was opened in 1887 to
treat the many rabies victims that began to flood in when word
of Pasteur’s success spread; it remains to this day an institute
dedicated to the prevention and treatment of infectious disease.

)
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FIGURE 1-2 Wood engraving of Louis Pasteur watching
Joseph Meister receive the rabies vaccine. [Source: From
Harper's Weekly 29:836; courtesy of the National Library of Medicine.]

CHAPTER 1 3

Vaccination Is an Ongoing,
Worldwide Enterprise

The emergence of the study of immunology and the discovery
of vaccines are tightly linked. The development of effective
vaccines for some pathogens is still a major challenge, dis-
cussed in greater detail in Chapter 17. However, despite many
biological and social hurdles, vaccination has yielded some of
the most profound success stories in terms of improving mor-
tality rates worldwide, especially in very young children.

In 1977, the last known case of naturally acquired small-
pox was seen in Somalia. This dreaded disease was eradi-
cated by universal application of a vaccine similar to that
used by Jenner in the 1790s. One consequence of eradication
is that universal vaccination becomes unnecessary. This is a
tremendous benefit, as most vaccines carry at least a slight
risk to persons vaccinated. And yet in many cases every
individual does not need to be immune in order to protect
most of the population. As a critical mass of people acquire
protective immunity, either through vaccination or infection,
they can serve as a buffer for the rest. This principle, called
herd immunity, works by decreasing the number of indi-
viduals who can harbor and spread an infectious agent, sig-
nificantly decreasing the chances that susceptible individuals
will become infected. This presents an important altruistic
consideration: although many of us could survive infectious
diseases for which we receive a vaccine (such as the flu), this
is not true for everyone. Some individuals cannot receive the
vaccine (e.g., the very young or immune compromised), and
vaccination is never 100% effective. In other words, the sus-
ceptible, nonimmune individuals among us can benefit from
the pervasive immunity of their neighbors.

However, there is a darker side to eradication and the end
of universal vaccination. Over time, the number of people
with no immunity to the disease will begin to rise, ending
herd immunity. Vaccination for smallpox largely ended by
the early to mid-1970s, leaving well over half of the current
world population susceptible to the disease. This means that
smallpox, or a weaponized version, is now considered a
potential bioterrorism threat. In response, new and safer
vaccines against smallpox are still being developed today,
most of which go toward vaccinating U.S. military personnel
thought to be at greatest risk of possible exposure.

In the United States and other industrialized nations, vac-
cines have eliminated a host of childhood diseases that were
the cause of death for many young children just 50 years ago.
Measles, mumps, chickenpox, whooping cough (pertussis),
tetanus, diphtheria, and polio, once thought of as an inevi-
table part of childhood are now extremely rare or nonexis-
tent in the United States because of current vaccination
practices (Table 1-1). One can hardly estimate the savings to
society resulting from the prevention of these diseases. Aside
from suffering and mortality, the cost to treat these illnesses
and their aftereffects or sequelae (such as paralysis, deafness,
blindness, and mental retardation) is immense and dwarfs
the costs of immunization. In fact, recent estimates suggest
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Cases of selected infectious disease in the United States before and after the

TABLE 1-1 introduction of effective vaccines

ANNUAL CASES/YR

CASES IN 2010

Disease Prevaccine Postvaccine Reduction (%)
Smallpox 48,164 0 100
Diphtheria 175,885 0 100
Rubeola (measles) 503,282 26 99.99
Mumps 152,209 2,612 98.28
Pertussis (“whooping cough”) 147,271 27,550 81.29
Paralytic polio 16,316 0 100
Rubella (German measles) 47,745 5 99.99
Tetanus (“lockjaw”) 1,314 (deaths) 26 (cases) 98.02
Invasive Haemophilus influenzae 20,000 3,151 84.25

SOURCE: Adapted from W. A. Orenstein et al., 2005. Health Affairs 24:599 and CDC statistics of Notifiable Diseases.

that significant economic and human life benefits could be
realized by simply scaling up the use of a few childhood vac-
cines in the poorest nations, which currently bear the brunt
of the impact of these childhood infectious diseases. For
example, it is estimated that childhood pneumonia alone,
caused primarily by vaccine-preventable Streptococcus pneu-
moniae (aka, pneumococcus) and Haemophilus influenzae
type b (aka, Hib), will account for 2.7 million childhood
deaths in developing nations over the next decade if vaccine
strategies in these regions remain unchanged.

Despite the many successes of vaccine programs, such as
the eradication of smallpox, many vaccine challenges still
remain. Perhaps the greatest current challenge is the design of
effective vaccines for major killers such as malaria and AIDS.
Using our increased understanding of the immune system,
plus the tools of molecular and cellular biology, genomics, and
proteomics, scientists will be better positioned to make prog-
ress toward preventing these and other emerging infectious
diseases. A further issue is the fact that millions of children in
developing countries die from diseases that are fully prevent-
able by available, safe vaccines. High manufacturing costs,
instability of the products, and cumbersome delivery problems
keep these vaccines from reaching those who might benefit the
most. This problem could be alleviated in many cases by devel-
opment of future-generation vaccines that are inexpensive,
heat stable, and administered without a needle. Finally, misin-
formation and myth surrounding vaccine efficacy and side
effects continues to hamper many potentially life-saving vac-
cination programs (see Clinical Focus Box on p. 5).

Immunology Is About More Than Just Vaccines
and Infectious Disease

For some diseases, immunization programs may be the best or
even the only effective defense. At the top of this list are infec-

tious diseases that can cause serious illness or even death in
unvaccinated individuals, especially those transmitted by
microbes that also spread rapidly between hosts. However, vac-
cination is not the only way to prevent or treat infectious dis-
ease. First and foremost is preventing infection, where access to
clean water, good hygiene practices, and nutrient-rich diets can
all inhibit transmission of infectious agents. Second, some
infectious diseases are self-limiting, easily treatable, and nonle-
thal for most individuals, making them unlikely targets for
costly vaccination programs. These include the common cold,
caused by the Rhinovirus, and cold sores that result from Her-
pes Simplex Virus infection. Finally, some infectious agents are
just not amenable to vaccination. This could be due to a range
of factors, such as the number of different molecular variants
of the organism, the complexity of the regimen required to
generate protective immunity, or an inability to establish the
needed immunologic memory responses (more on this later).
One major breakthrough in the treatment of infectious
disease came when the first antibiotics were introduced in
the 1920s. Currently there are more than a hundred different
antibiotics on the market, although most fall into just six or
seven categories based on their mode of action. Antibiotics
are chemical agents designed to destroy certain types of bac-
teria. They are ineffective against other types of infectious
agents, as well as some bacterial species. One particularly
worrying trend is the steady rise in antibiotic resistance
among strains traditionally amenable to these drugs, making
the design of next-generation antibiotics and new classes of
drugs increasingly important. Although antiviral drugs are
also available, most are not effective against many of the most
common viruses, including influenza. This makes preventive
vaccination the only real recourse against many debilitating
infectious agents, even those that rarely cause mortality in
healthy adults. For instance, because of the high mutation
rate of the influenza virus, each year a new flu vaccine must
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BOX 1-1

T Vaccine Controversy: What's Truth and What's Myth?

Despite the record of worldwide suc-
cess of vaccines in improving public health,
some opponents claim that vaccines do
more harm than good, pressing for elimi-
nation or curtailment of childhood vacci-
nation programs. There is no dispute that
vaccines represent unique safety issues,
since they are administered to people who
are healthy. Furthermore, there is general
agreement that vaccines must be rigor-
ously tested and regulated, and that the
public must have access to clear and com-
plete information about them. Although
the claims of vaccine critics must be evalu-
ated, many can be answered by careful and
objective examination of records.

A recent example is the claim that vac-
cines given to infants and very young
children may contribute to the rising inci-
dence of autism. This began with the sug-
gestion that thimerosal, a mercury-based
additive used to inhibit bacterial growth in
some vaccine preparations since the
1930s, was causing autism in children. In
1999 the US. Centers for Disease Control
and Prevention (CDC) and the American
Association of Pediatricians (AAP) released
a joint recommendation that vaccine
manufacturers begin to gradually phase
out thimerosal use in vaccines. This recom-
mendation was based on the increase in
the number of vaccines given to infants
and was aimed at keeping children at or
below Environmental Protection Agency
(EPA)-recommended maximums in mer-
cury exposure. However, with the release
of this recommendation, parent-led public
advocacy groups began a media-fueled
campaign to build a case demonstrating

what they believed was a link between
vaccines and an epidemic of autism. These
AAP recommendations and public fears
led to a dramatic decline in the latter half
of 1999 in US. newborns vaccinated for
hepatitis B. To date, no credible study has
shown a scientific link between thimerosal
and autism. In fact, cases of autism in chil-
dren have continued to rise since thimero-
sal was removed from all childhood
vaccines in 2001. Despite evidence to the
contrary, some still believe this claim.

A 1998 study appearing in The Lancet, a
reputable British medical journal, further
fueled these parent advocacy groups and
anti-vaccine organizations. The article,
published by Andrew Wakefield, claimed
the measles-mumps-rubella (MMR) vac-
cine caused pervasive developmental dis-
orders in children, including autism
spectrum disorder. More than a decade of
subsequent research has been unable to
substantiate these claims, and 10 of the
original 12 authors on the paper later with-
drew their support for the conclusions of
the study. In 2010, The Lancet retracted the
original article when it was shown that the
data in the study had been falsified to
reach desired conclusions. Nonetheless, in
the years between the original publication
of the Lancet article and its retraction, this
case is credited with decreasing rates of
MMR vaccination from a high of 92% to a
low of almost 60% in certain areas of the
United Kingdom. The resulting expansion
in the population of susceptible individu-
als led to endemic rates of measles and
mumps infection, especially in several
areas of Europe, and is credited with thou-

sands of extended hospitalizations and
several deaths in infected children.

Why has there been such a strong urge
to cling to the belief that childhood vaccines
are linked with developmental disorders in
children despite much scientific evidence to
the contrary? One possibility lies in the tim-
ing of the two events. Based on current AAP
recommendations, in the United States
most children receive 14 different vaccines
and a total of up to 26 shots by the age of 2.
In 1983, children received less than half this
number of vaccinations. Couple this with
the onset of the first signs of autism and
other developmental disorders in children,
which can appear quite suddenly and peak
around 2 years of age. This sharp rise in the
number of vaccinations young children
receive today and coincidence in timing of
initial autism symptoms is credited with
sparking these fears about childhood vac-
cines. Add to this the increasing drop in
basic scientific literacy by the general public
and the overabundance of ways to gather
such information (accurate or not). As con-
cerned parents search for answers, one can
begin to see how even scientifically unsup-
ported links could begin to take hold as
families grapple with how to make intelli-
gent public health risk assessments.

The notion that vaccines cause autism
was rejected long ago by most scientists.
Despite this, more work clearly needs to be
done to bridge the gap between public
perception and scientific understanding.

Gross, L. 2009. A broken trust: Lessons from the
vaccine—autism wars. PLoS Biology 7:21000114.
Larson, H.J,, et al. 2011. Addressing the vaccine
confidence gap. Lancet 378:526.

However, the eradication of infectious disease is not the

be prepared based on a prediction of the prominent geno-
types likely to be encountered in the next season. Some years
this vaccine is more effective than others. If and when a more
lethal and unexpected pandemic strain arises, there will be a
race between its spread and the manufacture and adminis-
tration of a new vaccine. With the current ease of worldwide
travel, present-day emergence of a pandemic strain of influ-
enza could dwarf the devastation wrought by the 1918 flu
pandemic, which left up to 50 million dead.

only worthy goal of immunology research. As we will see later,
exposure to infectious agents is part of our evolutionary his-
tory, and wiping out all of these creatures could potentially
cause more harm than good, both for the host and the environ-
ment. Thanks to many technical advances allowing scientific
discoveries to move efficiently from the bench to the bedside,
clinicians can now manipulate the immune response in ways
never before possible. For example, treatments to boost, inhibit,
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or redirect the specific efforts of immune cells are being applied
to treat autoimmune disease, cancer, and allergy, as well as
other chronic disorders. These efforts are already extending
and saving lives. Likewise, a clearer understanding of immu-
nity has highlighted the interconnected nature of body sys-
tems, providing unique insights into areas such as cell biology,
human genetics, and metabolism. While a cure for AIDS and a
vaccine to prevent HIV infection are still the primary targets
for many scientists who study this disease, a great deal of basic
science knowledge has been gleaned from the study of just this
one virus and its interaction with the human immune system.

Immunity Involves Both Humoral
and Cellular Components

Pasteur showed that vaccination worked, but he did not
understand how. Some scientists believed that immune pro-
tection in vaccinated individuals was mediated by cells, while
others postulated that a soluble agent delivered protection.
The experimental work of Emil von Behring and Shibasaburo
Kitasato in 1890 gave the first insights into the mechanism
of immunity, earning von Behring the Nobel Prize in Physi-
ology or Medicine in 1901 (Table 1-2). Von Behring and

11.\:{R R E¥2 Nobel Prizes for immunologic research

Year Recipient Country Research

1901 Emil von Behring Germany Serum antitoxins

1905 Robert Koch Germany Cellular immunity to tuberculosis

1908 Elie Metchnikoff Russia Role of phagocytosis (Metchnikoff)
Paul Ehrlich Germany and antitoxins (Ehrlich) in immunity

1913 Charles Richet France Anaphylaxis

1919 Jules Bordet Belgium Complement-mediated bacteriolysis

1930 Karl Landsteiner United States Discovery of human blood groups

1951 Max Theiler South Africa Development of yellow fever vaccine

1957 Daniel Bovet Switzerland Antihistamines

1960 F. Macfarlane Burnet Australia Discovery of acquired immunological
Peter Medawar Great Britain tolerance

1972 Rodney R. Porter Great Britain Chemical structure of antibodies
Gerald M. Edelman United States

1977 Rosalyn R. Yalow United States Development of radioimmunoassay

1980 George Snell United States Major histocompatibility complex
Jean Dausset France
Baruj Benacerraf United States

1984 Niels K. Jerne Denmark Immune regulatory theories (Jerne) and
Cesar Milstein Great Britain technological advances in the development
Georges E. Kohler Germany of monoclonal antibodies (Milstein and Kohler)

1987 Susumu Tonegawa Japan Gene rearrangement in antibody production

1991 E. Donnall Thomas United States Transplantation immunology
Joseph Murray United States

1996 Peter C. Doherty Australia Role of major histocompatibility complex in
Rolf M. Zinkernagel Switzerland antigen recognition by T cells

2002 Sydney Brenner South Africa Genetic regulation of organ development
H. Robert Horvitz United States and cell death (apoptosis)
J. E. Sulston Great Britain

2008 Harald zur Hausen Germany Role of HPV in causing cervical cancer
Frangoise Barré-Sinoussi France (Hausen) and the discovery of HIV
Luc Montagnier France (Barré-Sinoussi and Montagnier)

2011 Jules Hoffman France Discovery of activating principles of innate
Bruce Beutler United States immunity (Hoffman and Beutler) and role of
Ralph Steinman United States dendritic cells in adaptive immunity (Steinman)
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FIGURE 1-3 Drawing by Elie Metchnikoff of phagocytic cells surrounding a foreign particle (left) and modern image of a
phagocyte engulfing the bacteria that cause tuberculosis (right). Metchnikoff first described and named the process of phagocytosis,
or ingestion of foreign matter by white blood cells. Today, phagocytic cells can be imaged in great detail using advanced microscopy techniques.
[Drawing reproduced by permission of The British Library:7616.h.19, Lectures on the Comparative Pathology of Inflammation delivered at the Pasteur Institute in
1891, translated by F. A. Starling and E. H. Starling, with plates by Il'ya Ilich Mechnikov, 1893, p. 64, fig. 32. Photo courtesy Dr. Volker Brinkmann/Visuals Unlimited, Inc.]

Kitasato demonstrated that serum—the liquid, noncellular
component recovered from coagulated blood—from ani-
mals previously immunized with diphtheria could transfer
the immune state to unimmunized animals.

In 1883, even before the discovery that a serum compo-
nent could transfer immunity, Elie Metchnikoff, another
Nobel Prize winner, demonstrated that cells also contribute
to the immune state of an animal. He observed that certain
white blood cells, which he termed phagocytes, ingested
(phagocytosed) microorganisms and other foreign mate-
rial (Figure 1-3, left). Noting that these phagocytic cells
were more active in animals that had been immunized,
Metchnikoft hypothesized that cells, rather than serum
components, were the major effectors of immunity. The
active phagocytic cells identified by Metchnikoft were
likely blood monocytes and neutrophils (see Chapter 2),
which can now be imaged using very sophisticated micro-
scopic techniques (Figure 1-3, right).

Humoral Immunity

The debate over cells versus soluble mediators of immu-
nity raged for decades. In search of the protective agent of
immunity, various researchers in the early 1900s helped
characterize the active immune component in blood
serum. This soluble component could neutralize or pre-
cipitate toxins and could agglutinate (clump) bacteria. In
each case, the component was named for the activity it
exhibited: antitoxin, precipitin, and agglutinin, respec-
tively. Initially, different serum components were thought
to be responsible for each activity, but during the 1930s,
mainly through the efforts of Elvin Kabat, a fraction of

serum first called gamma globulin (now immunoglobu-
lin) was shown to be responsible for all these activities.
The soluble active molecules in the immunoglobulin frac-
tion of serum are now commonly referred to as antibod-
ies. Because these antibodies were contained in body
fluids (known at that time as the body humors), the immu-
nologic events they participated in was called humoral
immunity.

The observation of von Behring and Kitasato was quickly
applied to clinical practice. Antiserum, the antibody-
containing serum fraction from a pathogen-exposed indi-
vidual, derived in this case from horses, was given to patients
suffering from diphtheria and tetanus. A dramatic vignette
of this application is described in the Clinical Focus box on
page 8. Today there are still therapies that rely on transfer of
immunoglobulins to protect susceptible individuals. For
example, emergency use of immune serum, containing anti-
bodies against snake or scorpion venoms, is a common
practice for treating bite victims. This form of immune pro-
tection that is transferred between individuals is called pas-
sive immunity because the individual receiving it did not
make his or her own immune response against the pathogen.
Newborn infants benefit from passive immunity by the pres-
ence of maternal antibodies in their circulation. Passive
immunity may also be used as a preventive (prophylaxis) to
boost the immune potential of those with compromised
immunity or who anticipate future exposure to a particular
microbe.

While passive immunity can supply a quick solution, it is
short-lived and limited, as the cells that produce these antibod-
ies are not being transferred. On the other hand, administration
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T Passive Antibodies and the Iditarod

In 1890, immunologists Emil Behring
and Shibasaburo Kitasato, working
together in Berlin, reported an extraordi-
nary experiment. After immunizing rabbits
with tetanus and then collecting blood
serum from these animals, they injected a
small amount of immune serum (cell-free
fluid) into the abdominal cavity of six mice.
Twenty-four hours later, they infected the
treated mice and untreated controls with
live, virulent tetanus bacteria. All of the con-
trol mice died within 48 hours of infection,
whereas the treated mice not only survived
but showed no effects of infection. This
landmark experiment demonstrated two
important points. One, it showed that sub-
stances that could protect an animal
against pathogens appeared in serum fol-
lowing immunization. Two, this work dem-
onstrated that immunity could be passively
acquired, or transferred from one animal to
another by taking serum from an immune
animal and injecting it into a nonimmune
one. These and subsequent experiments
did not go unnoticed. Both men eventually
received titles (Behring became von Beh-
ring and Kitasato became Baron Kitasato). A
few years later, in 1901, von Behring was

awarded the first Nobel Prize in Physiology
or Medicine (see Table 1-2).

These early observations, and others,
paved the way for the introduction of pas-
sive immunization into clinical practice.
During the 1930s and 1940s, passive
immunotherapy, the endowment of
resistance to pathogens by transfer of
antibodies from an immunized donor to
an unimmunized recipient, was used to
prevent or modify the course of measles
and hepatitis A. Subsequently, clinical
experience and advances in the technol-
ogy of immunoglobulin preparation have
made this approach a standard medical
practice. Passive immunization based on
the transfer of antibodies is widely used in
the treatment of immunodeficiency and
some autoimmune diseases. It is also used
to protect individuals against anticipated
exposure to infectious and toxic agents
against which they have no immunity.
Finally, passive immunization can be life-
saving during episodes of certain types of
acute infection, such as following expo-
sure to rabies virus.

Immunoglobulin for passive immuni-
zation is prepared from the pooled

plasma of thousands of donors. In effect,
recipients of these antibody prepara-
tions are receiving a sample of the anti-
bodies produced by many people to a
broad diversity of pathogens—a gram of
intravenous immune globulin (IVIG) con-
tains about 10'® molecules of antibody
and recognize more than 107 different
antigens. A product derived from the
blood of such a large number of donors
carries a risk of harboring pathogenic
agents, particularly viruses. This risk is
minimized by modern-day production
techniques. The manufacture of IVIG
involves treatment with solvents, such
as ethanol, and the use of detergents
that are highly effective in inactivating
viruses such as HIV and hepatitis. In
addition to treatment against infectious
disease, or acute situations, IVIG is also
used today for treating some chronic
diseases, including several forms of
immune deficiency. In all cases, the
transfer of passive immunity supplies
only temporary protection.

One of the most famous instances of
passive antibody therapy occurred in
1925, when an outbreak of diphtheria

of a vaccine or natural infection is said to engender active
immunity in the host: the production of one’s own immunity.
The induction of active immunity can supply the individual
with a renewable, long-lived protection from the specific infec-
tious organism. As we discuss further below, this long-lived
protection comes from memory cells, which provide protec-
tion for years or even decades after the initial exposure.

Cell-Mediated Immunity

A controversy developed between those who held to the
concept of humoral immunity and those who agreed with
Metchnikoft’s concept of immunity imparted by specific
cells, or cell-mediated immunity. The relative contributions
of the two were widely debated at the time. It is now obvious
that both are correct—the full immune response requires
both cellular and humoral (soluble) components. Early stud-
ies of immune cells were hindered by the lack of genetically
defined animal models and modern tissue culture tech-

niques, whereas early studies with serum took advantage of
the ready availability of blood and established biochemical
techniques to purify proteins. Information about cellular
immunity therefore lagged behind a characterization of
humoral immunity.

In a key experiment in the 1940s, Merrill Chase, working
at The Rockefeller Institute, succeeded in conferring immunity
against tuberculosis by transferring white blood cells
between guinea pigs. Until that point, attempts to develop an
effective vaccine or antibody therapy against tuberculosis
had met with failure. Thus, Chase’s demonstration helped to
rekindle interest in cellular immunity. With the emergence
of improved cell culture and transfer techniques in the
1950s, the lymphocyte was identified as the cell type respon-
sible for both cellular and humoral immunity. Soon thereaf-
ter, experiments with chickens pioneered by Bruce Glick at
Mississippi State University indicated the existence of two
types of lymphocytes: T lymphocytes (T cells), derived from
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(left) Leonhard Seppala, the Norwegian who led a team of sled dogs in the 1925 diphtheria antibody run from Nenana to Nome, Alaska. (right) Map of the
current route of the Iditarod Race, which commemorates this historic delivery of lifesaving antibody. [Source: Underwood & Underwood/Corbis.]

was diagnosed in what was then the
remote outpost of Nome, Alaska. Lifesav-
ing diphtheria-specific antibodies were
available in Anchorage, but no roads
were open and the weather was too dan-
gerous for flight. History tells us that 20
mushers set up a dogsled relay to cover
the almost 700 miles between Nenana,
the end of the railroad run, and remote

Nome. In this relay, two Norwegians and
their dogs covered particularly critical ter-
ritory and withstood blizzard conditions:
Leonhard Seppala (Figure 1, left), who
covered the most treacherous territory,
and Gunnar Kaasen, who drove the final
two legs in whiteout conditions, behind
his lead dog Balto. Kaasen and Balto
arrived in time to save many of the chil-

dren in the town. To commemorate this
heroic event, later that same year a statue
of Balto was placed in Central Park, New
York City, where it still stands today. This
journey is memorialized every year in the
running of the Iditarod sled dog race. A
map showing the current route of this
more than 1000-mile trek is shown in
Figure 1, right.

the thymus, and B lymphocytes (B cells), derived from the
bursa of Fabricius in birds (an outgrowth of the cloaca). In a
convenient twist of nomenclature that makes B and T cell
origins easier to remember, the mammalian equivalent of
the bursa of Fabricius is bone marrow, the home of develop-
ing B cells in mammals. We now know that cellular immunity
is imparted by T cells and that the antibodies produced by B
cells confer humoral immunity. The real controversy about
the roles of humoral versus cellular immunity was resolved
when the two systems were shown to be intertwined and it
became clear that both are necessary for a complete immune
response against most pathogens.

How Are Foreign Substances Recognized
by the Immune System?

One of the great enigmas confronting early immunologists
was what determines the specificity of the immune response

for a particular foreign material, or antigen, the general
term for any substance that elicits a specific response by B
or T lymphocytes. Around 1900, Jules Bordet at the Pas-
teur Institute expanded the concept of immunity beyond
infectious diseases, demonstrating that nonpathogenic
substances, such as red blood cells from other species,
could also serve as antigens. Serum from an animal that
had been inoculated with noninfectious but otherwise
foreign (nonself) material would nevertheless react with
the injected material in a specific manner. The work of
Karl Landsteiner and those who followed him showed that
injecting an animal with almost any nonself organic chem-
ical could induce production of antibodies that would bind
specifically to the chemical. These studies demonstrated
that antibodies have a capacity for an almost unlimited
range of reactivity, including responses to compounds
that had only recently been synthesized in the laboratory
and are otherwise not found in nature! In addition, it was
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shown that molecules differing in the smallest detail, such
as a single amino acid, could be distinguished by their
reactivity with different antibodies. Two major theories
were proposed to account for this specificity: the selective
theory and the instructional theory.

The earliest conception of the selective theory dates to
Paul Ehrlich in 1900. In an attempt to explain the origin
of serum antibody, Ehrlich proposed that cells in the
blood expressed a variety of receptors, which he called
side-chain receptors, that could bind to infectious agents
and inactivate them. Borrowing a concept used by Emil
Fischer in 1894 to explain the interaction between an
enzyme and its substrate, Ehrlich proposed that binding
of the receptor to an infectious agent was like the fit
between a lock and key. Ehrlich suggested that interaction
between an infectious agent and a cell-bound receptor
would induce the cell to produce and release more recep-
tors with the same specificity (Figure 1-4). In Ehrlich’s
mind, the cells were pluripotent, expressing a number of

FIGURE 1-4 Representation of Paul Ehrlich’s side chain
theory to explain antibody formation. In Ehrlich’s initial theory,
the cell is pluripotent in that it expresses a number of different recep-
tors or side chains, all with different specificities. If an antigen
encounters this cell and has a good fit with one of its side chains,
synthesis of that receptor is triggered and the receptor will be
released. [From Ehrlich’s Croonian lecture of 1900 to the Royal Society.]

different receptors, each of which could be individually
“selected.” According to Ehrlich’s theory, the specificity of
the receptor was determined in the host before its expo-
sure to the foreign antigen, and therefore the antigen
selected the appropriate receptor. Ultimately, most aspects
of Ehrlich’s theory would be proven correct, with the fol-
lowing minor refinement: instead of one cell making
many receptors, each cell makes many copies of just one
membrane-bound receptor (one specificity). An army of
cells, each with a different antigen specificity, is therefore
required. The selected B cell can be triggered to proliferate
and to secrete many copies of these receptors in soluble form
(now called antibodies) once it has been selected by antigen
binding.

In the 1930s and 1940s, the selective theory was chal-
lenged by various instructional theories. These theories held
that antigen played a central role in determining the specific-
ity of the antibody molecule. According to the instructional
theorists, a particular antigen would serve as a template
around which antibody would fold—sort of like an impres-
sion mold. The antibody molecule would thereby assume a
configuration complementary to that of the antigen tem-
plate. This concept was first postulated by Friedrich Breinl
and Felix Haurowitz in about 1930 and redefined in the
1940s in terms of protein folding by Linus Pauling.

In the 1950s, selective theories resurfaced as a result of
new experimental data. Through the insights of F. Macfar-
lane Burnet, Niels Jerne, and David Talmadge, this model
was refined into a hypothesis that came to be known as the
clonal selection theory. This hypothesis has been further
refined and is now accepted as an underlying paradigm of
modern immunology. According to this theory, an individ-
ual B or T lymphocyte expresses many copies of a membrane
receptor that is specific for a single, distinct antigen. This
unique receptor specificity is determined in the lymphocyte
before it is exposed to the antigen. Binding of antigen to its
specific receptor activates the cell, causing it to proliferate
into a clone of daughter cells that have the same receptor
specificity as the parent cell. The instructional theories were
formally disproved in the 1960s, by which time information
was emerging about the structure of protein, RNA, and DNA
that would offer new insights into the vexing problem of how
an individual could make antibodies against almost any-
thing, sight unseen.

Overview Figure 1-5 presents a very basic scheme of
clonal selection in the humoral (B cell) and cellular (T cell)
branches of immunity. We now know that B cells produce
antibodies, a soluble version of their receptor protein, which
bind to foreign proteins, flagging them for destruction. T cells,
which come in several different forms, also use their surface-
bound T-cell receptors to sense antigen. These cells can
perform a range of different functions once selected by anti-
gen encounter, including the secretion of soluble compounds
to aid other white blood cells (such as B lymphocytes) and
the destruction of infected host cells.
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The humoral response involves interaction of B cells with foreign
proteins, called antigens, and their differentiation into antibody-
secreting cells. The secreted antibody binds to foreign proteins or
infectious agents, helping to clear them from the body. The cell-

N\

mediated response involves various subpopulations of T lympho-
cytes, which can perform many functions, including the secretion
of soluble messengers that help direct other cells of the immune
system and direct killing of infected cells.

Important Concepts for
Understanding the
Mammalian Immune Response

I

Today, more than ever, we are beginning to understand on
a molecular and cellular level how a vaccine or infection
leads to the development of immunity. As highlighted by

the historical studies described above, this involves a com-
plex system of cells and soluble compounds that have
evolved to protect us against an enormous range of invaders
of all shapes, sizes, and chemical structures. In this section,
we cover the range of organisms that challenge the immune
system and several of the important new concepts that are
unique hallmarks of how the immune system carries out
this task.
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Pathogens Come in Many Forms and Must
First Breach Natural Barriers

Organisms causing disease are termed pathogens, and the
process by which they induce illness in the host is called
pathogenesis. The human pathogens can be grouped into
four major categories based on shared characteristics:
viruses, fungi, parasites, and bacteria (Table 1-3). Some
example organisms from each category can be found in
Figure 1-6. As we will see in the next section, some of the
shared characteristics that are common to groups of patho-
gens, but not to the host, can be exploited by the immune
system for recognition and destruction.

The microenvironment in which the immune response
begins to emerge can also influence the outcome; the same
pathogen may be treated differently depending on the con-
text in which it is encountered. Some areas of the body, such
as the central nervous system, are virtually “off limits” for
the immune system because the immune response could do
more damage than the pathogen. In other cases, the envi-
ronment may come with inherent directional cues for
immune cells. For instance, some foreign compounds that
enter via the digestive tract, including the commensal
microbes that help us digest food, are tolerated by the
immune system. However, when these same foreigners
enter the bloodstream they are typically treated much more
aggressively. Each encounter with pathogen thus engages a
distinct set of strategies that depends on the nature of the
invader and on the microenvironment in which engage-
ment occurs.

It is worth noting that immune pathways do not become
engaged until foreign organisms first breach the physical
barriers of the body. Obvious barriers include the skin and

the mucous membranes. The acidity of the stomach con-
tents, of the vagina, and of perspiration poses a further bar-
rier to many organisms, which are unable to grow in low pH
conditions. The importance of these barriers becomes obvi-
ous when they are surmounted. Animal bites can communi-
cate rabies or tetanus, whereas insect puncture wounds can
transmit the causative agents of such diseases as malaria
(mosquitoes), plague (fleas), and Lyme disease (ticks). A
dramatic example is seen in burn victims, who lose the pro-
tective skin at the burn site and must be treated aggressively
with drugs to prevent the rampant bacterial and fungal
infections that often follow.

The Immune Response Quickly Becomes
Tailored to Suit the Assault

With the above in mind, an effective defense relies heavily on
the nature of the invading pathogen offense. The cells and
molecules that become activated in a given immune response
depend on the chemical structures present on the pathogen,
whether it resides inside or outside of host cells, and the
location of the response. This means that different chemical
structures and microenvironmental cues need to be detected
and appropriately evaluated, initiating the most effective
response strategy. The process of pathogen recognition involves
an interaction between the foreign organism and a recognition
molecule (or molecules) expressed by host cells. Although
these recognition molecules are frequently membrane-
bound receptors, soluble receptors or secreted recognition
molecules can also be engaged. Ligands for these recognition
molecules can include whole pathogens, antigenic fragments
of pathogens, or products secreted by these foreign organ-
isms. The outcome of this ligand binding is an intracellular

LV IR EXE Major categories of human pathogens

N\

Bordetella pertussis
Vibrio cholerae
Borrelia burgdorferi

Major groups of human pathogens Specific examples Disease
Viruses Poliovirus Poliomyelitis (Polio)
Variola Virus Smallpox
Human Immunodeficiency Virus AIDS
Rubeola Virus Measles
Fungi Candida albicans Candidiasis (Thrush)
Tinea corporis Ringworm
Cryptococcus neoformans Cryptococcal meningitis
Parasites Plasmodium species Malaria
Leishmania major Leishmaniasis
Entamoeba histolytica Amoebic colitis
Bacteria Mycobacterium tuberculosis Tuberculosis

Whooping cough (pertussis)
Cholera
Lyme disease
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(a) Virus: Rotavirus
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(¢) Parasite: Filaria

FIGURE 1-6 Pathogensrepresenting the major categories
of microorganisms causing human disease. (a) Viruses: Trans-
mission electron micrograph of rotavirus, a major cause of infant
diarrhea. Rotavirus accounts for approximately 1 million infant deaths
per year in developing countries and hospitalization of about 50,000
infants per year in the United States. (b) Fungi: Candida albicans, a
yeast inhabiting human mouth, throat, intestines, and genitourinary
tract; C. albicans commonly causes an oral rash (thrush) or vaginitis in
immunosuppressed individuals or in those taking antibiotics that kill

or extracellular cascade of events that ultimately leads to the
labeling and destruction of the pathogen—simply referred to
as the immune response. The entirety of this response is
actually engagement of a complex system of cells that can
recognize and kill or engulf a pathogen (cellular immunity),
as well as a myriad of soluble proteins that help to orches-
trate labeling and destruction of foreign invaders (humoral
immunity).

The nature of the immune response will vary depending
on the number and type of recognition molecules engaged.
For instance, all viruses are tiny, obligate, intracellular patho-
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(b) Fungus: Candida albicans

normal bacterial flora. (c) Parasites: The larval form of filaria, a parasitic
worm, being attacked by macrophages. Approximately 120 million
persons worldwide have some form of filariasis. (d) Bacteria: Mycobac-
terium tuberculosis, the bacterium that causes tuberculosis, being
ingested by a human macrophage. [(a) Dr. Gary Gaugler/Getty Images;
(b) SPL/Photo Researchers; (c) Oliver Meckes/Nicole Ottawa/Eye of Science/
Photo Researchers; (d) Max Planck Institute for Infection Biology/Dr. Volker
Brinkmann.]

gens that spend the majority of their life cycle residing inside
host cells. An effective defense strategy must therefore
involve identification of infected host cells along with recog-
nition of the surface of the pathogen. This means that some
immune cells must be capable of detecting changes that occur
in a host cell after it becomes infected. This is achieved by a
range of cytotoxic cells but especially cytotoxic T lympho-
cytes (aka CTLs, or T, cells), a part of the cellular arm of
immunity. In this case, recognition molecules positioned
inside cells are key to the initial response. These intracellular
receptors bind to viral proteins present in the cytosol and
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initiate an early warning system, alerting the cell to the pres-
ence of an invader.

Sacrifice of virally infected cells often becomes the only
way to truly eradicate this type of pathogen. In general, this
sacrifice is for the good of the whole organism, although in
some instances it can cause disruptions to normal function.
For example, the Human Immunodeficiency Virus (HIV)
infects a type of T cell called a T helper cell (T cell). These
cells are called helpers because they guide the behavior of
other immune cells, including B cells, and are therefore piv-
otal for selecting the pathway taken by the immune response.
Once too many of these cells are destroyed or otherwise ren-
dered nonfunctional, many of the directional cues needed for
a healthy immune response are missing and fighting all types
of infections becomes problematic. As we discuss later in this
chapter, the resulting immunodeficiency allows opportunis-
tic infections to take hold and potentially kill the patient.

Similar but distinct immune mechanisms are deployed to
mediate the discovery of extracellular pathogens, such as
fungi, most bacteria, and some parasites. These rely primar-
ily on cell surface or soluble recognition molecules that
probe the extracellular spaces of the body. In this case, B cells
and the antibodies they produce as a part of humoral immu-
nity play major roles. For instance, antibodies can squeeze
into spaces in the body where B cells themselves may not be
able to reach, helping to identify pathogens hiding in these
out-of-reach places. Large parasites present yet another prob-
lem; they are too big for phagocytic cells to envelop. In this
case, cells that can deposit toxic substances or that can
secrete products that induce expulsion (e.g., sneezing,
coughing, vomiting) become a better strategy.

As we study the complexities of the mammalian immune
response, it is worth remembering that a single solution does
not exist for all pathogens. At the same time, these various
immune pathways carry out their jobs with considerable
overlap in structure and in function.

Pathogen Recognition Molecules
Can Be Encoded in the Germline
or Randomly Generated

As one might imagine, most pathogens express at least a few
chemical structures that are not typically found in mammals.
Pathogen-associated molecular patterns (or PAMPs) are
common foreign structures that characterize whole groups of
pathogens. It is these unique antigenic structures that the
immune system frequently recognizes first. Animals, both
invertebrates and vertebrates, have evolved to express several
types of cell surface and soluble proteins that quickly recog-
nize many of these PAMPs; a form of pathogen profiling.
For example, encapsulated bacteria possess a polysaccharide
coat with a unique chemical structure that is not found on
other bacterial or human cells. White blood cells naturally
express a variety of receptors, collectively referred to as pat-
tern recognition receptors (PRRs), that specifically recognize
these sugar residues, as well as other common foreign struc-

tures. When PRRs detect these chemical structures, a cascade
of events labels the target pathogen for destruction. PPRs are
proteins encoded in the genomic DNA and are always
expressed by many different immune cells. These conserved,
germline-encoded recognition molecules are thus a first line of
defense for the quick detection of many of the typical chemi-
cal identifiers carried by the most common invaders.

A significant and powerful corollary to this is that it allows
early categorizing or profiling of the sort of pathogen of con-
cern. This is key to the subsequent immune response routes
that will be followed, and therefore the fine tailoring of the
immune response as it develops. For example, viruses fre-
quently expose unique chemical structures only during their
replication inside host cells. Many of these can be detected via
intracellular receptors that bind exposed chemical moieties
while still inside the host cell. This can trigger an immediate
antiviral response in the infected cell that blocks further virus
replication. At the same time, this initiates the secretion of
chemical warning signals sent to nearby cells to help them
guard against infection (a neighborhood watch system!). This
early categorizing happens via a subtle tracking system that
allows the immune response to make note of which recogni-
tion molecules were involved in the initial detection event
and relay that information to subsequent responding immune
cells, allowing the follow-up response to begin to focus atten-
tion on the likely type of assault underway.

Host-pathogen interactions are an ongoing arms race;
pathogens evolve to express unique structures that avoid host
detection, and the host germline-encoded recognition system
co-evolves to match these new challenges. However, because
pathogens generally have much shorter life cycles than their
vertebrate hosts, and some utilize error-prone DNA polymer-
ases to replicate their genomes, pathogens can evolve rapidly to
evade host encoded recognition systems. If this were our only
defense, the host immune response would quickly become
obsolete thanks to these real-time pathogen avoidance strate-
gies. How can the immune system prepare for this? How can our
DNA encode a recognition system for things that change in
random ways over time? Better yet, how do we build a system to
recognize new chemical structures that may arise in the future?

Thankfully, the vertebrate immune system has evolved a
clever, albeit resource intensive, response to this dilemma: to
favor randomness in the design of some recognition mole-
cules. This strategy, called generation of diversity, is
employed only by developing B and T lymphocytes. The result
is a group of B and T cells where each expresses many copies of
one unique recognition molecule, resulting in a population
with the theoretical potential to respond to any antigen that
may come along (Figure 1-7). This feat is accomplished by
rearranging and editing the genomic DNA that encodes the
antigen receptors expressed by each B or T lymphocyte. Not
unlike the error-prone DNA replication method employed by
pathogens, this system allows chance to play a role in generat-
ing a menu of responding recognition molecules.

As one might imagine, however, this cutting and splicing of
chromosomes is not without risk. Many B and T cells do not
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Clonal selection and expansion
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FIGURE 1-7 Generation of diversity and clonal selection in
T and B lymphocytes. Maturation in T and B cells, which occurs in
primary lymphoid organs (bone marrow for B cells and thymus for
T cells) in the absence of antigen, produces cells with a committed
antigenic specificity, each of which expresses many copies of sur-
face receptor that binds to one particular antigen. Different clones
of Bcells (1,2,3,and 4) are illustrated in this figure. Cells that do not
die or become deleted during this maturation and weeding-out pro-
cess move into the circulation of the body and are available to inter-
act with antigen. There, clonal selection occurs when one of these cells

survive this DNA surgery or the quality control processes that
follow, all of which take place in primary lymphoid organs: the
thymus for T cells and bone marrow for B cells. Surviving cells
move into the circulation of the body, where they are available
if their specific, or cognate, antigen is encountered. When
antigens bind to the surface receptors on these cells, they trig-
ger clonal selection (see Figure 1-7). The ensuing proliferation
of the selected clone of cells creates an army of cells, all with
the same receptor and responsible for binding more of the
same antigen, with the ultimate goal of destroying the patho-
gen in question. In B lymphocytes, these recognition mole-
cules are B-cell receptors when they are surface structures
and antibodies in their secreted form. In T lymphocytes,
where no soluble form exists, they are T-cell receptors. In
1976 Susumu Tonegawa, then at The Basel Institute for Immu-
nology in Switzerland, discovered the molecular mechanism
behind the DNA recombination events that generate B-cell
receptors and antibodies (Chapter 7 covers this in detail). This

Y
Circulation through the body

encounters its cognate or specific antigen. Clonal proliferation of an
antigen-activated cell (number 2 or pink in this example) leads to
many cells that can engage with and destroy the antigen, plus
memory cells that can be called upon during a subsequent exposure.
The B cells secrete antibody, a soluble form of the receptor, reac-
tive with the activating antigen. Similar processes take place in the
T-lymphocyte population, resulting in clones of memory T cells and
effector T cells; the latter include activated Ty cells, which secrete
cytokines that aid in the further development of adaptive immunity,
and cytotoxic T lymphocytes (CTLs), which can kill infected host cells.

was a true turning point in immunologic understanding; for
this discovery he received widespread recognition, including
the 1987 Nobel Prize in Physiology or Medicine (see Table 1-2).

Tolerance Ensures That the Immune System
Avoids Destroying the Host

One consequence of generating random recognition recep-
tors is that some could recognize and target the host. In
order for this strategy to work effectively, the immune sys-
tem must somehow avoid accidentally recognizing and
destroying host tissues. This principle, which relies on self/
nonself discrimination, is called tolerance, another hallmark
of the immune response. The work credited with its illumi-
nation also resulted in a Nobel Prize in Physiology or Medi-
cine, awarded to E Macfarlane Burnet and Peter Medawar in
1960. Burnet was the first to propose that exposure to non-
self antigens during certain stages of life could result in an
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immune system that ignored these antigens later. Medawar
later proved the validity of this theory by exposing mouse
embryos to foreign antigens and showing that these mice
developed the ability to tolerate these antigens later in life.

To establish tolerance, the antigen receptors present on
developing B and T cells must first pass a test of nonrespon-
siveness against host structures. This process, which begins
shortly after these randomly generated receptors are pro-
duced, is achieved by the destruction or inhibition of any
cells that have inadvertently generated receptors with the
ability to harm the host. Successful maintenance of tolerance
ensures that the host always knows the difference between self
and nonself (usually referred to as foreign).

One recent re-envisioning of how tolerance is operation-
ally maintained is called the danger hypothesis. This hypoth-
esis suggests that the immune system constantly evaluates
each new encounter more for its potential to be dangerous to
the host than for whether it is self or not. For instance, cell
death can have many causes, including natural homeostatic
processes, mechanical damage, or infection. The former is a
normal part of the everyday biological events in the body,
and only requires a cleanup response to remove debris. The
latter two, however, come with warning signs that include
the release of intracellular contents, expression of cellular
stress proteins, or pathogen-specific products. These patho-
gen or cell-associated stress compounds, sometimes referred
to as danger signals, can engage specific host recognition
molecules (e.g., PRRs) that deliver a signal to immune cells to
get involved during these unnatural causes of cellular death.

One unintended consequence of robust self-tolerance is
that the immune system frequently ignores cancerous cells
that arise in the body, as long as these cells continue to
express self structures that the immune system has been
trained to ignore. Dysfunctional tolerance is at the root of
most autoimmune diseases, discussed further at the end of
this chapter and in greater detail in Chapter 16. As one
might imagine, failures in the establishment or maintenance
of tolerance can have devastating clinical outcomes.

The Immune Response Is Composed of Two
Interconnected Arms: Innate Immunity
and Adaptive Immunity

Although reference is made to “the immune system,” it is
important to appreciate that there are really two intercon-
nected systems of immunity: innate and adaptive. These two
systems collaborate to protect the body against foreign
invaders. Innate immunity includes built-in molecular and
cellular mechanisms that are encoded in the germline and
are evolutionarily more primitive, aimed at preventing infec-
tion or quickly eliminating common invaders (Chapter 5).
This includes physical and chemical barriers to infection, as
well as the DNA-encoded receptors recognizing common
chemical structures of many pathogens (see PRRs, above). In
this case, rapid recognition and phagocytosis or destruction
of the pathogen is the outcome. Innate immunity also
includes a series of preexisting serum proteins, collectively

referred to as complement, that bind common pathogen-
associated structures and initiate a cascade of labeling and
destruction events (Chapter 6). This highly effective first line
of defense prevents most pathogens from taking hold, or
eliminates infectious agents within hours of encounter. The
recognition elements of the innate immune system are fast,
some occurring within seconds of a barrier breach, but they
are not very specific and are therefore unable to distinguish
between small differences in foreign antigens.

A second form of immunity, known as adaptive immu-
nity, is much more attuned to subtle molecular differences.
This part of the system, which relies on B and T lymphocytes,
takes longer to come on board but is much more antigen
specific. Typically, there is an adaptive immune response
against a pathogen within 5 or 6 days after the barrier breach
and initial exposure, followed by a gradual resolution of the
infection. Adaptive immunity is slower partly because fewer
cells possess the perfect receptor for the job: the antigen-
specific, randomly generated receptors found on B and T
cells. It is also slower because parts of the adaptive response
rely on prior encounter and “categorizing” of antigens under-
taken by innate processes. After antigen encounter, T and B
lymphocytes undergo selection and proliferation, described
earlier in the clonal selection theory of antigen specificity.
Although slow to act, once these B and T cells have been
selected and have honed their attack strategy, they become
formidable opponents that can typically resolve the infection.

The adaptive arm of the immune response evolves in real
time in response to infection and adapts (thus the name) to
better recognize, eliminate, and remember the invading
pathogen. Adaptive responses involve a complex and inter-
connected system of cells and chemical signals that come
together to finish the job initiated during the innate immune
response. The goal of all vaccines against infectious disease
is to elicit the development of specific and long-lived adap-
tive responses, so that the vaccinated individual will be pro-
tected in the future when the real pathogen comes along.
This arm of immunity is orchestrated mainly via B and T
lymphocytes following engagement of their randomly gener-
ated antigen recognition receptors. How these receptors are
generated is a fascinating story, covered in detail in Chapter 7
of this book. An explanation of how these cells develop to
maturity (Chapters 9 and 10) and then work in the body to
protect us from infection (Chapters 11-14) or sometimes fail
us (Chapters 15-19) takes up the vast majority of this book.

The number of pages dedicated to discussing adaptive
responses should not give the impression that this arm of the
immune response is more important, or can work indepen-
dently from, innate immunity. In fact, the full development of
the adaptive response is dependent upon earlier innate path-
ways. The intricacies of their interconnections remain an area
of intense study. The 2011 Nobel Prize in Physiology or
Medicine was awarded to three scientists who helped clarify
these two arms of the response: Bruce Beutler and Jules Hoff-
mann for discoveries related to the activation events impor-
tant for innate immunity, and Ralph Steinman for his discovery
of the role of dendritic cells in activating adaptive immune
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responses (see Table 1-2). Because innate pathways make first
contact with pathogens, the cells and molecules involved in
this arm of the response use information gathered from their
early encounter with pathogen to help direct the process of
adaptive immune development. Adaptive immunity thus pro-
vides a second and more comprehensive line of defense, informed
by the struggles undertaken by the innate system. It is worth
noting that some infections are, in fact, eliminated by innate
immune mechanisms alone, especially those that remain
localized and involve very low numbers of fairly benign for-
eign invaders. (Think of all those insect bites or splinters in
life that introduce bacteria under the skin!) Table 1-4 com-
pares the major characteristics that distinguish innate and
adaptive immunity. Although for ease of discussion the
immune system is typically divided into these two arms of
the response, there is considerable overlap of the cells and
mechanisms involved in each of these arms of immunity.
For innate and adaptive immunity to work together, these
two systems must be able to communicate with one another.
This communication is achieved by both cell-cell contact
and by soluble messengers. Most of these soluble proteins
are growth factor-like molecules known by the general
name cytokines. Cytokines and cell surface ligands can bind
with receptors found on responding cells and signal these
cells to perform new functions, such as synthesis of other
soluble factors or differentiation to a new cell type. A subset
of these soluble signals are called chemokines because they
have chemotactic activity, meaning they can recruit specific
cells to the site. In this way, cytokines, chemokines, and
other soluble factors produced by immune cells recruit or
instruct cells and soluble proteins important for eradication
of the pathogen from within the infection site. We've prob-
ably all felt this convergence in the form of swelling, heat,
and tenderness at the site of exposure. These events are a part
of alarger process collectively referred to as an inflammatory
response, which is covered in detail in Chapter 15.

Adaptive Immune Responses
Typically Generate Memory

One particularly significant and unique attribute of the
adaptive arm of the immune response is immunologic
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FIGURE 1-8 Differences in the primary and secondary
response to injected antigen reflect the phenomenon of
immunologic memory. When an animal is injected with an anti-
gen, it produces a primary antibody response (dark blue) of low mag-
nitude and short duration, peaking at about 10 to 20 days. At some
later point, a second exposure to the same antigen results in a second-
ary response that is greater in magnitude, peaks in less time (1-4 days),
and is more antigen specific than the primary response. Innate
responses, which have no memory element and occur each time an
antigen is encountered, are unchanged regardless of how frequently
this antigen has been encountered in the past (light blue).

memory. This is the ability of the immune system to respond
much more swiftly and with greater efficiency during a sec-
ond exposure to the same pathogen. Unlike almost any other
biological system, the vertebrate immune response has
evolved not only the ability to learn from (adapt to) its
encounters with foreign antigen in real time but also the
ability to store this information for future use. During a first
encounter with foreign antigen, adaptive immunity under-
goes what is termed a primary response, during which the
key lymphocytes that will be used to eradicate the pathogen
are clonally selected, honed, and enlisted to resolve the
infection. As mentioned above, these cells incorporate mes-
sages received from the innate players into their tailored
response to the specific pathogen.

All subsequent encounters with the same antigen or patho-
gen are referred to as the secondary response (Figure 1-8).

1IN BBl Comparison of innate and adaptive immunity

Innate

Adaptive

Response time Minutes to hours

Specificity Limited and fixed

Response to repeat infection Same each time

Major components

N\

Barriers (e.g., skin); phagocytes;
pattern recognition molecules

Days

Highly diverse; adapts to improve during the course of
immune response

More rapid and effective with each subsequent exposure

T and B lymphocytes; antigen-specific receptors; antibodies
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OVERVIEW FIGURE

in Resolving an Infection

™ Collaboration Between Innate and Adaptive Immunity

This very basic scheme shows the sequence of events that occurs
during an immune response, highlighting interactions between
innate and adaptive immunity. 1. Pathogens are introduced at a
mucosal surface or breach in skin (bacteria entering the throat, in this
case), where they are picked up by phagocytic cells (yellow). 2a. In this
innate stage of the response, the phagocytic cell undergoes changes
and carries pieces of bacteria to a local lymph node to help activate
adaptive immunity. 2b. Meanwhile, at the site of infection resident
phagocytes encountering antigen release chemokines and cytokines
(black dots) that cause fluid influx and help recruit otherimmune cells
to the site (inflammation). 3. In the lymph node, T (blue) and B (green)
cells with appropriate receptor specificity are clonally selected when

N\

their surface receptors bind antigen that has entered the system,
kicking off adaptive immunity. 4. Collaboration between T and B cells
and continued antigen encounter occurs in the lymph node, driving
lymphocyte proliferation and differentiation, generating cells that
can very specifically identify and eradicate the pathogen. For exam-
ple: 5a. B cells secrete antibodies specific for the antigen, which trav-
els to the site of infection to help label and eradicate the pathogen.
5b. In addition to the cells that will destroy the pathogen here,
memory T and B cells are generated in this primary response and
will be available at the initiation of a secondary response, which will
be much more rapid and antigen specific. (Abbreviations: T =T cell,
B = B cell, P = phagocyte; N = neutrophil, a type of immune cell)

During a secondary response, memory cells, kin of the final
and most efficient B and T lymphocytes trained during the
primary response, are re-enlisted to fight again. These cells
begin almost immediately and pick up right where they left
off, continuing to learn and improve their eradication strategy
during each subsequent encounter with the same antigen.
Depending on the antigen in question, memory cells can
remain for decades after the conclusion of the primary
response. Memory lymphocytes provide the means for subse-
quent responses that are so rapid, antigen-specific, and effec-
tive that when the same pathogen infects the body a second
time, dispatch of the offending organism often occurs without
symptoms. It is the remarkable property of memory that pre-
vents us from catching many diseases a second time. Immu-
nologic memory harbored by residual B and T lymphocytes is
the foundation for vaccination, which uses crippled or killed
pathogens as a safe way to “educate” the immune system to
prepare it for later attacks by life-threatening pathogens.
Overview Figure 1-9 highlights the ways in which the
innate and adaptive immune responses work together to

resolve an infection. In this example, bacteria breach the
mucosal lining of the throat, a skin or mucous barrier,
where it is recognized and engulfed by a local phagocytic
cell (step 1). As part of the innate immune system, the
phagocytic cell releases cytokines and chemokines that
attract other white blood cells to the site of infection, initi-
ating inflammation (step 2b). That phagocytic cell may
then travel to a local lymph node, the tissue where antigen
and lymphocytes meet, carrying bacterial antigens to B and
T lymphocytes (step 2a). Those lymphocytes with receptors
that are specific for the antigen are selected, activated, and
begin the adaptive immune response by proliferating (step 3).
Activated Ty cells help to activate B cells, and clonal
expansion of both types of lymphocyte occurs in the lymph
node (step 4). This results in many T and B cells specific for
the antigen, with the latter releasing antibodies that can
attach to the intruder and direct its destruction (step 5a).
The adaptive response leaves behind memory T and B cells
available for a future, secondary encounter with this anti-
gen (step 5b). It is worth noting that memory is a unique
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capacity that arises from adaptive responses; there is no
memory component of innate immunity.

Sometimes, as is the case for some vaccines, one round of
antigen encounter and adaptation is not enough to impart
protective immunity from the pathogen in question. In
many of these cases, immunity can develop after a second or
even a third round of exposure to an antigen. It is these sorts
of pathogens that necessitate the use of vaccine booster
shots. Booster shots are nothing more than a second or third
episode of exposure to the antigen, each driving a new round
of adaptive events (secondary response) and refinements in
the responding lymphocyte population. The aim is to hone
these responses to a sufficient level to afford protection
against the real pathogen at some future date.

The Good, Bad, and Ugly
of the Immune System

I

The picture we've presented so far depicts the immune
response as a multicomponent interactive system that
always protects the host from invasion by all sorts of
pathogens. However, failures of this system do occur.
They can be dramatic and often garner a great deal of
attention, despite the fact that they are generally rare.
Certain clinical situations also pose unique challenges to
the immune system, including tissue transplants between
individuals (probably not part of any evolutionary plan!)
and the development of cancer. In this section we briefly
describe some examples of common failures and chal-
lenges to the development of healthy immune responses.
Each of these clinical manifestations is covered in much
greater detail in the concluding chapters of this book
(Chapters 15-19).

Inappropriate or Dysfunctional
Immune Responses Can Result
in a Range of Disorders

Most instances of immune dysfunction or failure fall into
one of the following three broad categories:

e Hypersensitivity (including allergy): overly zealous
attacks on common benign but foreign antigens

e Autoimmune Disease: erroneous targeting of self-
proteins or tissues by immune cells

e Immune Deficiency: insufficiency of the immune
response to protect against infectious agents

A brief overview of these situations and some examples of
each are presented below. At its most basic level, immune
dysfunction occurs as a result of improper regulation that
allows the immune system to either attack something it
shouldn't or fail to attack something it should. Hypersensi-
tivities, including allergy, and autoimmune disease are cases
of the former, where the immune system attacks an improper
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target. As a result, the symptoms can manifest as pathological
inflammation—an influx of immune cells and molecules that
results in detrimental symptoms, including chronic inflam-
mation and rampant tissue destruction. In contrast, immune
deficiencies, caused by a failure to properly deploy the
immune response, usually result in weakened or dysregu-
lated immune responses that can allow pathogens to get the
upper hand.

This is a good time to mention that the healthy immune
response involves a balancing act between immune aggres-
sion and immune suppression pathways. While we rarely
fail to consider erroneous attacks (autoimmunity) or fail-
ures to engage (immune deficiency) as dysfunctional, we
sometimes forget to consider the significance of the sup-
pressive side of the immune response. Imperfections in
the inhibitory arm of the immune response, present as a
check to balance all the immune attacks we constantly
initiate, can be equally profound. Healthy immune
responses must therefore be viewed as a delicate balance,
spending much of the time with one foot on the brakes
and one on the gas.

Hypersensitivity Reactions

Allergies and asthma are examples of hypersensitivity reac-
tions. These result from inappropriate and overly active
immune responses to common innocuous environmental
antigens, such as pollen, food, or animal dander. The possi-
bility that certain substances induce increased sensitivity
(hypersensitivity) rather than protection was recognized in
about 1902 by Charles Richet, who attempted to immunize
dogs against the toxins of a type of jellyfish. He and his col-
league Paul Portier observed that dogs exposed to sublethal
doses of the toxin reacted almost instantly, and fatally, to a
later challenge with even minute amounts of the same
toxin. Richet concluded that a successful vaccination typi-
cally results in phylaxis (protection), whereas anaphylaxis
(anti-protection)—an extreme, rapid, and often lethal over-
reaction of the immune response to something it has
encountered before—can result in certain cases in which
exposure to antigen is repeated. Richet received the Nobel
Prize in 1913 for his discovery of the anaphylactic response
(see Table 1-2). The term is used today to describe a severe,
life-threatening, allergic response.

Fortunately, most hypersensitivity or allergic reactions in
humans are not rapidly fatal. There are several different types
of hypersensitivity reactions; some are caused by antibodies
and others are the result of T-cell activity (see Chapter 15).
However, most allergic or anaphylactic responses involve a
type of antibody called immunoglobulin E (IgE). Binding of
IgE to its specific antigen (allergen) induces the release of
substances that cause irritation and inflammation, or the
accumulation of cells and fluid at the site. When an allergic
individual is exposed to an allergen, symptoms may include
sneezing, wheezing (Figure 1-10), and difficulty in breathing
(asthma); dermatitis or skin eruptions (hives); and, in more
severe cases, strangulation due to constricted airways
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CLINICAL FOCUS

Worldwide, 300 million people
suffer from asthma and approximately
250,000 people died from the disease in
2007 (see Chapter 15). As of 2009, in the
United States alone, approximately 1in 12
people (8.2%) are diagnosed with asthma.
The most common reason for a trip to a
hospital emergency room (ER) is an
asthma attack, accounting for one-third of
all visits. In addition to those treated in the
ER, over 400,000 hospitalizations for
asthma occurred in the United States in
2006, with an average stay of 3 to 4 days.
In the past 25 years, the prevalence of
asthma in industrialized nations has dou-
bled. This is coupled with an overall rise in
other types of allergic disease during the
same time frame. What accounts for this
climb in asthma and allergy in the last few
decades? One idea, called the hygiene
hypothesis, suggests that a decrease in
human exposure to environmental
microbes has had adverse effects on the
human immune system. The hypothesis
suggests that several categories of allergic
or inflammatory disease, all disorders
caused by excessive immune activation,
have become more prevalent in industrial-
ized nations thanks to diminished expo-
sure to particular classes of microbes
following the widespread use of antibiot-
ics, immunization programs, and overall
hygienic practices in those countries. This
idea was first proposed by D. P. Strachan
and colleagues in an article published in
1989 suggesting a link between hay fever
and household hygiene. More recently, this
hypothesis has been expanded to include
the view by some that it may be a contrib-
uting factor in many allergic diseases, sev-
eral autoimmune disorders, and, more
recently, inflammatory bowel disease.
What is the evidence supporting the
hygiene hypothesis? The primary clinical
support comes from studies that have
shown a positive correlation between
growing up under environmental condi-
tions that favor microbe-rich (sometimes

Introduction

The Hygiene Hypothesis

called"dirty”) environments and a decreased
incidence of allergy, especially asthma. To
date, childhood exposure to cowsheds and
farm animals, having several older siblings,
attending day care early in life, or growing
up in a developing nation have all been
correlated with a decreased likelihood of
developing allergies later in life. While viral
exposures during childhood do not seem
to favor protection, exposure to certain
classes of bacteria and parasitic organisms
may. Of late, the primary focus of attention
has been on specific classes of parasitic
worms (called helminthes), spawning New
Age allergy therapies involving intentional
exposure. This gives whole new meaning to
the phrase “Go eat worms”!

What are the proposed immunologic
mechanisms that might underlie this link
between a lack of early-life microbial
exposure and allergic disease? Current
dogma supporting this hypothesis posits
that millions of years of coevolution of
microbes and humans has favored a sys-
tem in which early exposure to a broad
range of common environmental bugs
helps set the immune system on a path of
homeostatic balance between aggression
and inhibition. Proponents of thisimmune
regulation argument, sometimes referred
to as the “old friends” hypothesis, suggest
that antigens present on microbial organ-
isms that have played a longstanding role
in our evolutionary history (both patho-
gens and harmless microbes we ingest or
that make up our historical flora) may
engage with the pattern recognition
receptors (PPRs) present on cells of our
innate immune system, driving them to
warn cells involved in adaptive responses
to tone it down. This hypothesis posits
that without early and regular exposure of
our immune cells to these old friends and
their antigens, the development of “nor-
mal” immune regulatory or homeostatic
responses is thrown into disarray, setting
us up for an immune system poised to
overreact in the future.

BOX 1-3

Animal models of disease lend some
support to this hypothesis and have
helped immunologists probe this line of
thinking. For instance, certain animals
raised in partially or totally pathogen-free
environments are more prone to type 1,
or insulin-dependent, diabetes, an auto-
immune disease caused by immune
attack of pancreatic cells (see Chapter 16).
The lower the infectious burden of expo-
sure in these mice, the greater the inci-
dence of diabetes. Animals specifically
bred to carry enhanced genetic suscepti-
bility favoring spontaneous development
of diabetes (called NOD mice, for non-
obese diabetic) and treated with a variety
of infectious agents can be protected
from diabetes. Meanwhile, NOD mice
maintained in pathogen-free housing
almost uniformly develop diabetes. Much
like this experimental model, susceptibil-
ity to asthma and most other allergies is
known to run in families. Although all the
genes linked to asthma have not yet been
characterized, it is known that you have a
30% chance of developing the disease if
one of your parents is a sufferer, and a 70%
chance if both parents have asthma. While
the jury may still be out concerning the
verdict behind the hygiene hypothesis,
animal and human studies clearly point to
strong roles for both genes and environ-
ment in susceptibility to allergy. As data in
support of this hypothesis continue to
grow, the old saying concerning a dirty
child—that “It's good for their immune
system’—nmay actually hold true!
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FIGURE 1-10 Patient suffering from hay fever as a result
of an allergic reaction. Such hypersensitivity reactions result from
sensitization caused by previous exposure to an antigen in some
individuals. In the allergic individual, histamines are released as a part
of the hypersensitivity response and cause sneezing, runny nose,
watery eyes, and such during each subsequent exposure to the anti-
gen (now called an allergen) [Source: Chris Rout/Alamy.]

following extreme inflammation. A significant fraction of
our health resources is expended to care for those suffering
from allergies and asthma. One particularly interesting
rationale to explain the unexpected rise in allergic disease is
called the hygiene hypothesis and is discussed in the Clinical
Focus on page 20.

Autoimmune Disease

Sometimes the immune system malfunctions and a break-
down in self-tolerance occurs. This could be caused by a
sudden inability to distinguish between self and nonself or
by a misinterpretation of a self-component as dangerous,
causing an immune attack on host tissues. This condition,
called autoimmunity, can result in a number of chronic
debilitating diseases. The symptoms of autoimmunity differ,
depending on which tissues or organs are under attack. For
example, multiple sclerosis is due to an autoimmune attack
on a protein in nerve sheaths in the brain and central ner-
vous system that results in neuromuscular dysfunction.
Crohn’s disease is an attack on intestinal tissues that leads to
destruction of gut epithelia and poor absorption of food.
One of the most common autoimmune disorders, rheuma-
toid arthritis, results from an immune attack on joints of the
hands, feet, arms, and legs.

Both genetic and environmental factors are likely involved
in the development of most autoimmune diseases. However,
the exact combination of genes and environmental expo-
sures that favor the development of a particular autoimmune
disease are difficult to pin down, and constitute very active
areas of immunologic research. Recent discoveries in these
areas and the search for improved treatments are all covered
in greater detail in Chapter 16.

| CHAPTER 1 21

Immune Deficiency

In most cases, when a component of innate or adaptive
immunity is absent or defective, the host suffers from some
form of immunodeficiency. Some of these deficiencies pro-
duce major clinical effects, including death, while others are
more minor or even difficult to detect. Immune deficiency
can arise due to inherited genetic factors (called primary
immunodeficiencies) or as a result of disruption/damage by
chemical, physical, or biological agents (termed secondary
immunodeficiencies). Both of these forms of immune defi-
ciency are discussed in greater detail in Chapter 18.

The severity of the disease resulting from immune defi-
ciency depends on the number and type of affected immune
response components. A common type of primary immuno-
deficiency in North America is a selective immunodefi-
ciency in which only one type of antibody, called
Immunoglobulin A is lacking; the symptoms may be an
increase in certain types of infections, or the deficiency may
even go unnoticed. In contrast, a more rare but much more
extreme deficiency, called severe combined immunodefi-
ciency (SCID), affects both B and T cells and basically wipes
out adaptive immunity. When untreated, SCID frequently
results in death from infection at an early age.

By far, the most common form of secondary immunode-
ficiency is Acquired Immune Deficiency Syndrome (AIDS),
resulting from infection with Human Immunodeficiency
Virus (HIV). As discussed further in Chapter 18, humans do
not effectively recognize and eradicate this virus. Instead, a
state of persistent infection occurs, with HIV hiding inside
the genomes of Ty cells, its target cell type and the immune
cell type that is critical to guiding the direction of the adap-
tive immune response. As the immune attack on the virus
mounts, more and more of these Ty cells are lost. When the
disease progresses to AIDS, so many Ty cells have been
destroyed or otherwise rendered dysfunctional that a grad-
ual collapse of the immune system occurs. It is estimated
that at the end of 2010, more than 34 million people world-
wide suffered from this disease (for more current numbers,
see www.unaids.org), which if not treated can be fatal. For
patients with access, certain anti-retroviral treatments can
now prolong life with HIV almost indefinitely. However,
there is neither a vaccine nor a cure for this disease.

It is important to note that many pervasive pathogens in
our environment cause no problem for healthy individuals
thanks to the immunity that develops following initial expo-
sure. However, individuals with primary or secondary defi-
ciencies in immune function become highly susceptible to
disease caused by these ubiquitous microbes. For example,
the fungus Candida albicans, present nearly everywhere and
a nonissue for most individuals, can cause an irritating rash
and a spreading infection in the mucosal surface of the
mouth and vagina in patients suffering from immune defi-
ciency (see Figure 1-6b). The resulting rash, called thrush,
can sometimes be the first sign of immune dysfunction (Fig-
ure 1-11). If left unchecked, C. albicans can spread, causing
systemic candidiasis, a life-threatening condition. Such
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FIGURE 1-11 Animmune deficient patient suffering from
oral thrush due to opportunistic infection by Candida
albicans. [Creative Commons <http://en.wikipedia.org/wiki/File: Thrush.JPG]

infections by ubiquitous microorganisms that cause no harm
in an immune competent host but which are often observed
only in cases of underlying immune deficiency, are termed
opportunistic infections. Several rarely seen opportunistic
infections identified in early AIDS patients were the first
signs that these patients had seriously compromised immune
systems, and helped scientists to identify the underlying
cause. Unchecked opportunistic infections are still the main
cause of death in AIDS patients.

The Immune Response Renders Tissue
Transplantation Challenging

Normally, when the immune system encounters foreign cells,
it responds strongly to rid the host of the presumed invader.
However, in the case of transplantation, these cells or tissues
from a donor may be the only possible treatment for life-
threatening disease. For example, it is estimated that more than
70,000 persons in the United States alone would benefit from a
kidney transplant. The fact that the immune system will attack
and reject any transplanted organ that is nonself, or not a
genetic match, raises a formidable barrier to this potentially
lifesaving treatment, presenting a particularly unique challenge
to clinicians who treat these patients. While the rejection of
this transplant by the recipient’s immune system may be seen
as a “failure)” in fact it is just a consequence of the immune
system functioning properly. Normal tolerance processes gov-
erning self/nonself discrimination and immune engagement
caused by danger signals (partially the result of the trauma
caused by surgical transplantation) lead to the rapid influx of

immune cells and coordinated attacks on the new resident
cells. Some of these transplant rejection responses can be sup-
pressed using immune inhibitory drugs, but treatment with
these drugs also suppresses general immune function, leaving
the host susceptible to opportunistic infections.

Research related to transplantation studies has played a
major role in the development of the field of Immunology. A
Nobel Prize was awarded to Karl Landsteiner (mentioned
earlier for his contributions to the concept of immune speci-
ficity) in 1930 for the discovery of the human ABO blood
groups, a finding that allowed blood transfusions to be car-
ried out safely. In 1980, G. Snell, J. Dausset, and B. Benacerraf
were recognized for discovery of the major histocompatibility
complex (MHC). These are the tissue antigens that differ
most between non-genetically identical individuals, and are
thus one of the primary targets of immune rejection of trans-
planted tissues. Finally, in 1991 E. D. Thomas and J. Murray
were awarded Nobel prizes for treatment advances that paved
the way for more clinically successful tissue transplants (see
Table 1-2). Development of procedures that would allow a
foreign organ or cells to be accepted without suppressing
immunity to all antigens still remains a major goal, and a
challenge, for immunologists today (see Chapter 16).

Cancer Presents a Unique Challenge
to the Immune Response

Cancer, or malignancy, occurs in host cells when they
begin to divide out of control. Since these cells are self in
origin, self-tolerance mechanisms can inhibit the develop-
ment of an immune response, making the detection and
eradication of cancerous cells a continual challenge. That
said, it is clear that many tumor cells do express unique or
developmentally inappropriate proteins, making them
potential targets for immune cell recognition and elimina-
tion, as well as targets for therapeutic intervention. How-
ever, as with many microbial pathogens, the increased
genetic instability of these rapidly dividing cells gives them
an advantage in terms of evading immune detection and
elimination machinery.

We now know that the immune system actively partici-
pates in the detection and control of cancer in the body (see
Chapter 19). The number of malignant disorders that arise in
individuals with compromised immunity highlights the
degree to which the immune system normally controls the
development of cancer. Both innate and adaptive elements
have been shown to be involved in this process, although
adaptive immunity likely plays a more significant role. How-
ever, associations between inflammation and the development
of cancer, as well as the degree to which cancerous cells evolve
to become more aggressive and evasive under pressure from
the immune system, have demonstrated that the immune
response to cancer can have both healing and disease-inducing
characteristics. As the mechanics of these elements are
resolved in greater detail, there is hope that therapies can be
designed to boost or maximize the anti-tumor effects of
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immune cells while dampening their tumor enhancing
activities.

Our understanding of the immune system has clearly
come a very long way in a fairly short time. Yet much still
remains to be learned about the mammalian immune
response and the ways in which this system interacts with
other body systems. With this enhanced knowledge, the
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hope is that we will be better poised to design ways to mod-
ulate these immune pathways through intervention. This
would allow us to develop more effective prevention and
treatment strategies for cancer and other diseases that plague
society today, not to mention preparing us to respond
quickly to the new diseases or infectious agents that will
undoubtedly arise in the future.

= Immunity is the state of protection against foreign patho-
gens or substances (antigens).

= Vaccination is a means to prepare the immune system to
effectively eradicate an infectious agent before it can cause
disease, and its widespread use has saved many lives.

= Humoral immunity involves combating pathogens via
antibodies, which are produced by B cells and can be found
in bodily fluids. Antibodies can be transferred between
individuals to provide passive immune protection.

= Cell-mediated immunity involves primarily antigen-
specific T lymphocytes, which act to eradicate pathogens
or otherwise aid other cells in inducing immunity.

= Pathogens fall into four major categories and come in
many forms. The immune response quickly becomes tai-
lored to the type of organism involved.

= The immune response relies on recognition molecules that
can be germline encoded or randomly generated.

= The process of self-tolerance ensures that the immune
system avoids destroying host tissue.

= The vertebrate immune response can be divided into two
interconnected arms of immunity: innate and adaptive.

= Innate responses are the first line of defense, utilizing
germline-encoded recognition molecules and phagocytic

cells. Innate immunity is faster but less specific than adap-
tive responses, which take several days but are highly
antigen specific.

= Innate and adaptive immunity operate cooperatively; activa-
tion of the innate immune response produces signals that
stimulate and direct subsequent adaptive immune pathways.

= Adaptive immunity relies upon surface receptors, called
B- and T-cell receptors, that are randomly generated by
DNA rearrangements in developing B and T cells.

= Clonal selection is the process by which individual T and
B lymphocytes are engaged by antigen and cloned to cre-
ate a population of antigen-reactive cells.

= Memory cells are residual B and T cells that remain after
antigen exposure and that pick up where they left off dur-
ing a subsequent, or secondary, response.

= Dysfunctions of the immune system include common
maladies such as allergies, asthma, and autoimmune dis-
ease (overly active or misdirected immune responses) as
well as immune deficiency (insufficient immune responses).

= Transplanted tissues and cancer present unique challenges to
clinicians, because the healthy immune system typically
rejects or destroys nonself proteins, such as those encountered
in most transplant situations, and tolerates self cells.
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Useful Web Sites

www.aai.org The Web site of the American Association
of Immunologists contains a good deal of information of
interest to immunologists.

www.ncbi.nlm.nih.gov/PubMed PubMed, the National
Library of Medicine database of more than 9 million pub-
lications, is the world’s most comprehensive bibliographic
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database for biological and biomedical literature. It is also a
highly user-friendly site.

www.aaaai.org The American Academy of Allergy
Asthma and Immunology site includes an extensive library
of information about allergic diseases.

www.who.int/en The World Health Organization directs
and coordinates health-related initiatives and collects world-
wide health statistics data on behalf of the United Nations
system.

www.cdc.gov Part of the United States Department of
Health and Human Services, the Centers for Disease Control
and Prevention coordinates health efforts in the United
States and provides statistics on U.S. health and disease.

www.nobelprize.org/nobel_prizes/medicine/
laureates The official Web site of the Nobel Prize in Physi-
ology or Medicine.

www.historyofvaccines.org A Web site run by The
College of Physicians of Philadelphia with facts, articles, and
timelines related to vaccine developments.

www.niaid.nih.gov The National Institute of Allergy and
Infectious Disease is a branch of the U.S. National Institute
of Health that specifically deals with research, funding, and
statistics related to basic immunology, allergy, and infectious
disease threats.

4%7- STUDY QUESTIONS

1. Why was Jenner’s vaccine superior to previous methods for
conferring resistance to smallpox?

2. Did the treatment for rabies used by Pasteur confer active
or passive immunity to the rabies virus? Is there any way to
test this?

3. Infants immediately after birth are often at risk for infec-
tion with group B Streptococcus. A vaccine is proposed for
administration to women of childbearing years. How can
immunizing the mothers help the babies?

4. Indicate to which branch(es) of the immune system the
following statements apply, using H for the humoral
branch and CM for the cell-mediated branch. Some state-
ments may apply to both branches (B).

a. Involves B cells

. Involves T cells

Responds to extracellular bacterial infection

. Involves secreted antibody

Kills virus-infected self cells

P ang

5. Adaptive immunity exhibits several characteristic attributes,
which are mediated by lymphocytes. List four attributes of
adaptive immunity and briefly explain how they arise.

6. Name three features of a secondary immune response that
distinguish it from a primary immune response.

7. Give examples of mild and severe consequences of immune
dysfunction. What is the most common cause of immuno-
deficiency throughout the world today?

8. For each of the following statements, indicate whether the
statement is true or false. If you think the statement is false,
explain why.

a. Booster shots are required because repeated exposure to
an antigen builds a stronger immune response.

b. The gene for the T cell receptor must be cut and spliced
together before it can be expressed.

c. Our bodies face the greatest onslaught from foreign
invaders through our skin.

d. Increased production of antibody in the immune sys-
tem is driven by the presence of antigen.

e. Innate immunity is deployed only during the primary
response, and adaptive immunity begins during a sec-
ondary response.

f. Autoimmunity and immunodeficiency are two different
terms for the same set of general disorders.

g. If you receive intravenous immunoglobulin to treat a
snakebite, you will be protected from the venom of this
snake in the future, but not venom from other types of
snakes.

h. Innate and adaptive immunity work collaboratively to
mount an immune response against pathogens.

i. The genomic sequences in our circulating T cells for
encoding a T-cell receptor are the same as those our
parents carry in their T cells.

jo Both the innate and adaptive arms of the immune
response will be capable of responding more efficiently
during a secondary response.

9. What was the significance of the accidental re-inoculation
of some chickens that Pasteur had previously exposed to
the bacteria that causes cholera? Why do you think
these chickens did not die after the first exposure to this
bacterium?

10. Briefly describe the four major categories of pathogen.
Which are likely to be the most homogenous in form and
which the most diverse? Why?

11. Describe how the principle of herd immunity works to
protect unvaccinated individuals. What characteristics of
the pathogen or of the host do you think would most
impact the degree to which this principle begins to take
hold?

12. What is the difference between the discarded instructional
theory for lymphocyte specificity and the selection theory,
which is now the accepted explanation?

13. Compare and contrast innate and adaptive immunity by
matching the following characteristics with the correct arm
of immunity, using I for innate and A for adaptive:

a. Isthe first to engage upon initial encounter with antigen
b. Is the most pathogen specific
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Employs T and B lymphocytes

. Adapts during the response

Responds identically during a first and second exposure
to the same antigen
Responds more effectively during a subsequent exposure

. Includes a memory component
. Is the target of vaccination

Can involve the use of PAMP receptors
Involves antigen-specific receptors binding to pathogens

. Can be mediated by antibodies

14.

15.

16.

17.

What is meant by the term folerance? How do we become
tolerant to the structures in our own bodies?

What is an antigen? An antibody? What is their relation-
ship to one another?

How are PRRs different from B- or T-cell receptors? Which
is most likely to be involved in innate immunity and which
in adaptive immunity?

In general terms, what role do cytokines play in the develop-
ment of immunity? How does this compare to chemokines?
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Cells, Organs, and
Microenvironments
of the Immune System

successful immune response to a pathogen

depends on finely choreographed interactions

among diverse cell types (see Figure 1-9):

innate immune cells that mount a first line of
defense against pathogen, antigen-presenting cells that
communicate the infection to lymphoid cells, which
coordinate the adaptive response and generate the
memory cells, which prevent future infections. The
coordination required for the development of a full
immune response is made possible by the specialized
anatomy and microanatomy of the immune system,
which is dispersed throughout the body and organizes
cells in time and space. Primary lymphoid organs—
including the bone marrow and the thymus—regulate
the development of immune cells from immature
precursors. Secondary lymphoid organs—including the
spleen, lymph nodes, and specialized sites in the gut and
other mucosal tissues—coordinate the encounter of
antigen with antigen-specific lymphocytes and their
development into effector and memory cells. Blood
vessels and lymphatic systems connect these organs,
uniting them into a functional whole.

Remarkably, all functionally specialized, mature blood
cells (red blood cells, granulocytes, macrophages,
dendritic cells, and lymphocytes) arise from a single cell
type, the hematopoietic stem cell (HSC) (Figure 2-1).
The process by which HSCs differentiate into mature
blood cells is called hematopoiesis. Two primary
lymphoid organs are responsible for the development of
stem cells into mature immune cells: the bone marrow,
where HSCs reside and give rise to all cell types; and the
thymus, where T cells complete their maturation. We will
begin this chapter by describing the structure and
function of each cell type that arises from HSCs, and the
structure and function of both the bone marrow and
thymus in the context of hematopoiesis and
thymopoiesis. We will then describe the secondary
lymphoid organs, where the immune response is
initiated. The lymph nodes and spleen will be featured,
but lymphoid tissue associated with mucosal layers will
also be discussed. Four focused discussions are also
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Scanning electron micrograph of blood

vessels in a lymph node. Susumu Nishinaga/
Photo Researchers

= Cells of the Immune System

= Primary Lymphoid Organs—Where Immune Cells
Develop

= Secondary Lymphoid Organs—Where the Immune
Response Is Initiated

N .

included in this chapter. Specifically, in two Classic
Experiment Boxes, we describe the discovery of a second
thymus and the history behind the identification of
hematopoietic stem cells. In a Clinical Focus Box, we
discuss the clinical use and promise of hematopoietic
stem cells, and finally, in an Evolution Box, we describe
some intriguing variations in the anatomy of the immune
system among our vertebrate relatives.

Cells of the Immune System
T —
Stem cells are defined by two capacities: (1) the ability to
regenerate or “self-renew” and (2) the ability to differentiate
into all diverse cell types. Embryonic stem cells have the
capacity to generate every specialized cell type in an organ-
ism (in other words, they are pluripotent). Adult stem cells,
in contrast, have the capacity to give rise to the diverse cell
types that specify a particular tissue. Multiple adult organs
harbor stem cells (“adult stem cells”) that can give rise to
mature tissue-specific cells. The HSC is considered the para-
digmatic adult stem cell because it can differentiate into all
the types of blood cells.
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FIGURE 2-1 Hematopoiesis. Self-renewing hematopoietic stem cells give rise to lymphoid and myeloid progenitors. Most immune cells
mature in the bone marrow and then travel to peripheral organs via the blood. Some, including mast cells and macrophages, undergo further
maturation outside the bone marrow. T cells develop to maturity in the thymus.

Hematopoietic Stem Cells Have the Ability to
Differentiate into Many Types of Blood Cells

HSCs are rare—fewer than one HSC is present per 5 X 10*
cells in the bone marrow—and their numbers are strictly con-
trolled by a balance of cell division, death, and differentiation.

Under conditions where the immune system is not being
challenged by a pathogen (steady state or homeostatic condi-
tions), most HSCs are quiescent. A small number divide,
generating daughter cells. Some daughter cells retain the

stem-cell characteristics of the mother cell—that is, they
remain self-renewing and able to give rise to all blood cell
types. Other daughter cells differentiate into progenitor cells
that lose their self-renewal capacity and become progressively
more committed to a particular blood cell lineage. As an
organism ages, the number of HSCs decreases, demonstrat-
ing that there are limits to an HSC’s self-renewal potential.
When there is an increased demand for hematopoiesis (e.g.,
during an infection or after chemotherapy), HSCs display an
enormous proliferative capacity. This can be demonstrated in
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mice whose hematopoietic systems have been completely
destroyed by a lethal dose of x-rays (950 rads). Such irradiated
mice die within 10 days unless they are infused with normal
bone marrow cells from a genetically identical mouse. Although
a normal mouse has 3 X 10° bone marrow cells, infusion of
only 10* to 10° bone marrow cells from a donor is sufficient to
completely restore the hematopoietic system, which demon-
strates the enormous capacity of HSCs for self-renewal. Our
ability to identify and purify this tiny subpopulation has
improved considerably, and investigators can now theoretically
rescue irradiated animals with just a few purified stem cells,
which give rise to progenitors that proliferate rapidly and
populate the blood system relatively quickly.

Because of the rarity of HSCs and the challenges of cultur-
ing them in vitro, investigators initially found it very difficult
to identify and isolate HSCs. The Classic Experiment Box on
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pages 29-31 describes experimental approaches that led to
successful enrichment of HSCs. Briefly, the first successful
efforts featured clever process-of-elimination strategies. Inves-
tigators reasoned that undifferentiated hematopoietic stem
cells would not express surface markers specific for mature
cells from the multiple blood lineages (“Lin” markers). They
used several approaches to eliminate cells in the bone marrow
that did express these markers (Lin"* cells) and then examined
the remaining (Lin ) population for its potential to continu-
ally give rise to all blood cells over the long term. Lin~ cells
were, indeed, enriched for this potential. Other investigators
took advantage of two technological developments that revo-
lutionized immunological research—monoclonal antibodies
and flow cytometry (see Chapter 20)—and identified surface
proteins, including CD34, Sca-1, and ¢-Kit, that distinguished
the rare hematopoietic stem cell population.

CLASSIC EXPERIMENT

O\ Isolating Hematopoietic Stem Cells

By the 19605 researchers knew that
hematopoietic stem cells (HSCs) existed
and were a rare population in the bone
marrow. However, they did not know what
distinguished them from the other millions
of cells that crowded the bone marrow. It
was clear that in order to fully understand
how these remarkable cells give rise to all
other blood cells, and in order to harness
this potential for clinical use, investigators
would have to find a way to isolate HSCs.

But how do you find something that is
very rare, whose only distinctive feature is
its function—its ability to give rise to all
blood cells? Investigators devised a vari-
ety of strategies that evolved rapidly with
every technological advance, particularly
with the advent of monoclonal antibodies
and flow cytometry.

Regardless of what method one uses to
try toisolate a cell, it is critically important to
have a reliable experimental assay that can
tell you that the cells that you have teased
out are, indeed, the ones you are looking
for. Fundamentally, in order to prove that
you have enriched or purified an HSC, you
have to show that it can proliferate and give
rise to all blood cell types in an animal over
the long term. Many of the assays that were
originally established to show this are still in
use. They include colony formation assays,

where the ability of individual cells to prolif-
erate (and differentiate) is determined by
looking for evidence of cell division eitherin
vitro (on plates) or in vivo (in the spleens of
iradiated mice). However, the best evi-
dence for successful isolation of HSCs is the
demonstration that they can restore the
blood cells and immune system of a lethally
irradiated animal, preventing its death. This
can be done for mouse stem cells by inject-
ing stem cell candidates into irradiated
mice and determining if they confer sur-
vival and repopulate all blood cell types.
The development of a mouse model that
accepts human hematopoietic stem cells
(the SCID-hu (man) mouse model) has
greatly enhanced investigators' ability to
verify the pluripotentiality of candidate
human stem cell populations.

In the 1970s investigators did not have
the ability to easily compare differences in
protein and gene expression among sin-
gle cells, so they had to try to distinguish
cell types based on other physical and
structural features. It wasn't until mono-
clonal antibodies were introduced into
research repertoires that investigators
could seriously consider purifying a stem
cell. Monoclonal antibodies (described in
Chapter 20) can be raised to virtually any
protein, lipid, or carbohydrate. Monoclo-

BOX 2-1

nal antibodies can, themselves, be cova-
lently modified with gold particles,
enzymes, or fluorochromes in order to
visualize their binding by microscopy.

In the early 1980s, investigators reasoned
that HSCs were unlikely to express proteins
specific for mature blood cells. Using mono-
clonal antibodies raised against multiple
mature cells, they trapped and removed
them from bone marrow cell suspensions,
first via a process called panning, where the
heterogeneous pool of cells was incubated
with antibodies bound to a plastic and then
those cells that did not stick were dislodged
and poured off. The cells that did not stick
to the antibodies were, indeed, enriched (in
some cases by several thousandfold) in cells
with HSC potential. This negative selection
strategy against mature cell lineages contin-
ues to be useful and is now referred to as
“lineage or Lin" selection; cells enriched by
this method are referred to as “Lin~! The
panning process that yielded one of the first
images of cells that included human hema-
topoietic stem cells is shown in Figure 1.

Investigators also worked to identify
surface molecules that were specific to
hematopoietic stem cells, so that they
could positively select them from the diverse
bone marrow cell types. The first protein
that identified human HSCs, now known as

(continued)
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Panning for stem cells. Early approaches to isolate HSCs took advantage of antibodies that were raised against mature blood cells and a process called
panning, where cells are incubated in plastic plates that are coated with antibodies. Specifically, investigators layered a suspension of bone marrow onto
plastic plates coated with antibodies that could bind multiple different mature (“lineage positive”) blood cells. They waited 1 to 2 hours and then washed the
cells that did not stick (the immature, “lineage negative” blood cells) off the plate. Most cells—mature blood cells—did stick firmly to the plate. However, the
cells that did not stick were enriched for hematopoietic stem cells. This process led to the firstimage of human bone marrow cells enriched for hematopoietic
stem cells by panning. S = stem cell; P = progenitor cell; M = monocyte; B = basophil; N = neutrophil; Eo = eosinophil; L = lymphocyte; E = erythrocyte.
[Emerson, S.G,, Colin, AS, Wang, EA, Wong, G.G, Clark, S.C, and Nathan, D.G. Purification and Demonstration of Fetal Hematopoietic Progenitors and Demonstration of Recombi-
nant Multipotential Colony-stimulating Activity. J. Clin. Invest,, Vol. 76, Sept. 1985, 1286-1290. ©The American Society for Clinical Investigation.]

(D34, was identified with a monoclonal
antibody raised against a tumor of primitive
blood cell types (acute myeloid leukemia).

Although one can positively select cells
from a diverse population using the pan-
ning procedures described above (or by
using its more current variant where cells
are applied to columns of resin-bound
monoclonal antibodies or equivalents), the
flow cytometer provides the most efficient
way to pull out a rare population from a
diverse group of cells. This machine,
invented by the Herzenberg laboratory and
its interdisciplinary team of scholars and
inventors, has revolutionized immunology
and clinical medicine. In a nutshell, it is a
machine that allows one to identify, sepa-
rate, and recover individual cells from a
diverse pool of cells on the basis of the pro-
files of proteins and/or genes they express.
Chapter 20 provides you with an under-the-

hood introduction to the remarkable tech-
nology. Briefly, cells from a heterogeneous
suspension are tagged with (“stained with”)
monoclonal antibodies (or other molecules)
that bind to distinct features and are cou-
pled to distinct fluorochromes. These cells
flow single file in front of lasers that excite
the several fluorochromes, and the intensi-
ties of the multiple wavelengths given off by
each individual cell are recorded. Cells that
express specific antigens at desired levels
(e.g, showing evidence for expression of
CD34) can be physically separated from
other cells and recovered for further studies.

In the late 1980s, Irv Weissman and his
laboratories discovered that differences in
expression of the Thy protein (a T-cell
marker), and later the expression of Sca pro-
tein, differentiated mouse hematopoietic
stem cells from more mature cells. His labo-
ratory combined both negative and positive

selection techniques to develop one of the
most efficient approaches for hematopoi-
etic stem cell enrichment (Figure 2). As other
surface molecules were identified, the
approach was honed. Currently, HSCs are
most frequently identified by their Lin™ Sca-
17 cKit™ ('LSK") phenotype. It has become
clear that even this subgroup, which repre-
sents less than 1% of bone marrow cells, is
phenotypically and functionally heteroge-
neous. Other surface markers, including
SLAM proteins, that can distinguish among
these subpopulations continue to be identi-
fied. The synergy between technical devel-
opments and experimental strategies will
undoubtedly continue so that, ultimately,
we will be able to unambiguously identify,
isolate, and manipulate what remains the
holy grail of HSC investigations: the long-
term stem cell that can both self-renew and
give rise to all blood cell types.
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FIGURE 2

Current approaches for enrichment of the pluripotent stem cells from bone marrow. A schematic of the type of stem cell enrichment now
routinely employed, but originated by Irv Weissman and colleagues. (a) Enrichment is accomplished by (1) removal (negative selection) of differentiated hemato-
poietic cells (white) from whole bone marrow after treatment with fluorescently labeled antibodies (Fl-antibodies) specific for membrane molecules expressed
on differentiated (mature) lineages but absent from the undifferentiated stem cells (S) and progenitor cells (P), followed by (2) retention (positive selection) of cells
within the resulting partly enriched preparation that bound to antibodies specific for Sca-1 and c-Kit, two early differentiation antigens. Cells that are enriched by
removal of differentiated cells are referred to as “lineage-minus”or Lin~ populations. Cells that are further enriched by positive selection according to Sca-1 and
cKit expression are referred to as LSK (for Lin~Sca-1"c-Kit™) cells. M = monocyte; B = basophil; N = neutrophil; Eo = eosinophil; L = lymphocyte; E = erythrocyte.
(b) Enrichment of stem cell preparations is measured by their ability to restore hematopoiesis in lethally irradiated mice. Only animals in which hematopoiesis
occurs survive. Progressive enrichment of stem cells (from whole bone marrow, to Lin™ populations, to LSK populations) is indicated by the decrease in the num-
ber of injected cells needed to restore hematopoiesis. A total enrichment of about 1000-fold is possible by this procedure.
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Hematopoiesis Is the Process by Which
Hematopoietic Stem Cells Develop into
Mature Blood Cells

An HSC that is induced to differentiate (undergo hemato-
poiesis) loses its self-renewal capacity and makes one of two
broad lineage commitment choices (see Figure 2-1). It can
become a common myeloid-erythroid progenitor (CMP),
which gives rise to all red blood cells (the erythroid lin-
eage), granulocytes, monocytes, and macrophages (the myeloid
lineage), or it can become a common lymphoid progenitor
(CLP), which gives rise to B lymphocytes, T lymphocytes,
and NK cells. Myeloid cells and NK cells are members of the
innate immune system, and are the first cells to respond to
infection or other insults. Lymphocytes are members of the
adaptive immune response and generate a refined antigen-
specific immune response that also gives rise to immune
memory.

As HSCs progress along their chosen lineages, they lose
the capacity to contribute to other cellular lineages. Interest-
ingly, both myeloid and lymphoid lineages give rise to den-
dritic cells, antigen-presenting cells with diverse features and
functions that play an important role in initiating adaptive
immune responses. The concentration and frequency of
immune cells in blood are listed in Table 2-1.

Regulation of Lineage Commitment
during Hematopoiesis

Each step a hematopoietic stem cell takes toward commitment
to a particular cellular lineage is accompanied by genetic
changes. Multiple genes that specify lineage commitment have
been identified. Many of these are transcriptional regulators.
For instance, the transcription factor GATA-2 is required for
the development of all hematopoietic lineages; in its absence
animals die during embryogenesis. Another transcriptional
regulator, Bmi-1, is required for the self-renewal capacity of
HSCs, and in its absence animals die within 2 months of birth
because of the failure to repopulate their red and white blood

Concentration and frequency

LLCEE R of cells in human blood

Cell type Cells/mm? Total leukocytes (%)
Red blood cells 5.0 X 10°
Platelets 25X 10°
Leukocytes 7.3 X 10°
Neutrophil 3.7-5.1 X 10° 50-70
Lymphocyte 1.5-3.0 X 10° 20-40
Monocyte 1-4.4 X 10? 1-6
Eosinophil 1-2.2 X 10? 1-3
Basophil <13 X 10? <1

cells. Ikaros and Notch are both families of transcriptional
regulators that have more specific effects on hematopoiesis.
Ikaros is required for lymphoid but not myeloid develop-
ment; animals survive in its absence but cannot mount a full
immune response (i.e., they are severely immunocompro-
mised). Notchl, one of four Notch family members, regulates
the choice between T and B lymphocyte lineages (see Chap-
ter 9). More master regulators of lineage commitment during
hematopoiesis continue to be identified.

The rate of hematopoiesis, as well as the production and
release of specific cell lineages, is also responsive to environ-
mental changes experienced by an organism. For instance,
infection can result in the release of cytokines that markedly
enhance the development of myeloid cells, including neutro-
phils. Investigators have also recently shown that the release
of mature cells from the bone marrow is responsive to circa-
dian cycles and regulated by the sympathetic nervous system.

Distinguishing Blood Cells

Early investigators originally classified cells based on their
appearance under a microscope, often with the help of dyes.
Their observations were especially helpful in distinguishing
myeloid from lymphoid lineages, granulocytes from macro-
phages, neutrophils from basophils and eosinophils. Hema-
toxylin and eosin (H&E) stains are still commonly used in
combination to distinguish cell types in blood smears and
tissues. They highlight intracellular differences because of
their pH sensitivity and different affinities for charged mac-
romolecules in a cell. Thus, the basic dye hematoxylin binds
basophilic nucleic acids, staining them blue, and the acidic
dye eosin binds eosinophilic proteins in granules and cyto-
plasm, staining them pink.

Microscopists drew astute inferences about cell function
by detailed examination of the structure stained cells, as well
as the behavior of live cells in solution. The advent of the flow
cytometer in the 1980s revolutionized our understanding of
cell subtypes by allowing us to evaluate multiple surface and
internal proteins expressed by individual cells simultane-
ously. The development of ever more sophisticated fluores-
cent microscopy approaches to observe live cells in vitro and
in vivo have allowed investigators to penetrate the complexi-
ties of the immune response in time and space. These
advances coupled with abilities to manipulate cell function
genetically have also revealed a remarkable diversity of cell
types among myeloid and lymphoid cells, and continue to
expose new functions and unexpected relationships among
hematopoietic cells. Therefore, while our understanding of
the cell subtypes is impressive, it is by no means complete.

Cells of the Myeloid Lineage Are the
First Responders to Infection

Cells that arise from a common myeloid progenitor (CMP)
include red blood cells (erythroid cells) as well as various
types of white blood cells (myeloid cells such as granulocytes,
monocytes, macrophages, and some dendritic cells). Myeloid
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cells are the first to respond to the invasion of a pathogen and
communicate the presence of an insult to cells of the lym-
phoid lineage (below). As we will see in Chapter 15, they also
contribute to inflammatory diseases (asthma and allergy).

Granulocytes

Granulocytes are at the front lines of attack during an immune
response and are considered part of the innate immune system.
Granulocytes are white blood cells (leukocytes) that are classi-
fied as neutrophils, basophils, mast cells, or eosinophils on the
basis of differences in cellular morphology and the staining of
their characteristic cytoplasmic granules (Figure 2-2). All
granulocytes have multilobed nuclei that make them visually
distinctive and easily distinguishable from lymphocytes, whose
nuclei are round. The cytoplasm of all granulocytes is replete
with granules that are released in response to contact with
pathogens. These granules contain a variety of proteins with
distinct functions: Some damage pathogens directly; some
regulate trafficking and activity of other white blood cells,
including lymphocytes; and some contribute to the remodeling
of tissues at the site of infection. See Table 2-2 for a partial list
of granule proteins and their functions.

Neutrophils constitute the majority (50% to 70%) of cir-
culating leukocytes (see Figure 2-2a) and are much more
numerous than eosinophils (1%-3%), basophils (<1%), or
mast cells (<1%). After differentiation in the bone marrow,
neutrophils are released into the peripheral blood and circu-
late for 7 to 10 hours before migrating into the tissues, where
they have a life span of only a few days. In response to many
types of infections, the number of circulating neutrophils
increases significantly and more are recruited to tissues, par-
tially in response to cues the bone marrow receives to pro-
duce and release more myeloid cells. The resulting transient
increase in the number of circulating neutrophils, called
leukocytosis, is used medically as an indication of infection.

Neutrophils are recruited to the site of infection in response
to inflammatory molecules (e.g., chemokines) generated by
innate cells (including other neutrophils) that have engaged a
pathogen. Once in tissues, neutrophils phagocytose (engulf)
bacteria very effectively, and also secrete a range of proteins
that have antimicrobial effects and tissue remodeling poten-
tial. Neutrophils are the dominant first responders to infection
and the main cellular components of pus, where they accumu-
late at the end of their short lives. Although once considered a
simple and “disposable” effector cell, the neutrophil has
recently inspired renewed interest from investigations indicat-
ing that it may also regulate the adaptive immune response.

Basophils are nonphagocytic granulocytes (see Figure 2-2b)
that contain large granules filled with basophilic proteins
(i.e., they stain blue in standard H&E staining protocols).
Basophils are relatively rare in the circulation, but can be
very potent. In response to binding of circulating antibodies,
basophils release the contents of their granules. Histamine,
one of the best known proteins in basophilic granules,
increases blood vessel permeability and smooth muscle
activity. Basophils (and eosinophils, below) are critical to
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our response to parasites, particularly helminths (worms),
but in areas where worm infection is less prevalent, hista-
mines are best appreciated as the cause of allergy symptoms.
Like neutrophils, basophils may also secrete cytokines that
modulate the adaptive immune response.

Mast cells (see Figure 2-2¢) are released from the bone
marrow into the blood as undifferentiated cells; they mature
only after they leave the blood. Mast cells can be found in a
wide variety of tissues, including the skin, connective tissues
of various organs, and mucosal epithelial tissue of the respi-
ratory, genitourinary, and digestive tracts. Like circulating
basophils, these cells have large numbers of cytoplasmic
granules that contain histamine and other pharmacologi-
cally active substances. Mast cells also play an important role
in the development of allergies.

Basophils and mast cells share many features and their
relationship is not unequivocally understood. Some speculate
that basophils are the blood-borne version of mast cells; oth-
ers speculate that they have distinct origins and functions.

Eosinophils, like neutrophils, are motile phagocytic cells
(see Figure 2-2d) that can migrate from the blood into the
tissue spaces. Their phagocytic role is significantly less
important than that of neutrophils, and it is thought that
they play their most important role in the defense against
multicellular parasitic organisms, including worms. They
can be found clustering around invading worms, whose
membranes are damaged by the activity of proteins released
from eosinophilic granules. Like neutrophils and basophils,
eosinophils may also secrete cytokines that regulate B and T
lymphocytes, thereby influencing the adaptive immune
response. In areas where parasites are less of a health prob-
lem, eosinophils are better appreciated as contributors to
asthma and allergy symptoms.

Myeloid Antigen-Presenting Cells

Myeloid progenitors also give rise to a group of phagocytic
cells (monocytes, macrophages, and dendritic cells) that
have professional antigen-presenting cell (APC) function
(Figure 2-3). Myeloid APCs are considered cellular bridges
between the innate and adaptive immune systems because
they make contact with a pathogen at the site of infection
and communicate this encounter to T lymphocytes in the
lymph node (“antigen presentation”). Each APC can respond
to pathogens and secrete proteins that attract and activate
other immune cells. Each can ingest pathogens via phagocy-
tosis, digest pathogenic proteins into peptides, then present
these peptide antigens on their membrane surfaces. Each
can be induced to express a set of costimulatory molecules
required for optimal activation of T lymphocytes. However,
it is likely that each plays a distinct role during the immune
response, depending on its locale and its ability to respond
to pathogens. Dendritic cells, in particular, play a primary
role in presenting antigen to—and activating—naive T cells.
Macrophages and neutrophils are especially efficient in
removing both pathogen and damaged host cells, and can
provide a first line of defense against pathogens.
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(a) Neutrophil

(b) Basophil

Multilobed
nucleus

(¢) Mast cell

-

(d) Eosinophil

FIGURE 2-2 Examples of granulocytes. (a3, b, ¢, d) Hematoxy-
lin and eosin (H&E) stains of indicated cells in blood smears. (3, middle)
Neutrophil engulfing bacteria visualized by scanning electron micros-
copy (SEM) and colorized digitally. (b, middle) SEM of activated granu-
locytes (colorized). Each image is accompanied by a cartoon depicting
the typical morphology of the indicated granulocyte. Note differences

Granule

in the shape of the nucleus and in the number, color, and shape of the
cytoplasmic granules. [2-2a, left: Science Source/Getty Images; 2-2a, right:
Creative Commons, http://es.wikipedia.org/wiki/Archivo:Neutrophil_with_
anthrax_copy.jpg; 2-2b, left: Dr. Gladden Willis/Visuals Unlimited, Inc,; 2-2b, right:
Steve Gschmeissner/Photo Researchers; 2-2¢, left: Courtesy Gwen V. Childs,
Ph.D., University of Arkansas for Medical Sciences; 2-2d, left; Pathpedia.com.]
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11.1:18 2y Examples of proteins contained in neutrophil, eosinophil, and basophil granules

Cell type Molecule in granule Examples Function

Neutrophil Proteases Elastase, Collagenase Tissue remodeling
Antimicrobial proteins Defensins, lysozyme Direct harm to pathogens
Protease inhibitors al-anti-trypsin Regulation of proteases
Histamine Vasodilation, inflammation

Eosinophil Cationic proteins EPO Induces formation of ROS
Ribonucleases MBP Vasodilation, basophil degranulation
Cytokines ECP, EDN Antiviral activity
Chemokines IL-4, IL-10, IL-13, TNFa Modulation of adaptive immune responses

RANTES, MIP-Tc Attract leukocytes

Basophil/Mast Cell Cytokines IL-4, IL-13 Modulation of adaptive immune response
Lipid mediators Leukotrienes Regulation of inflammation
Histamine Vasodilation, smooth muscle activation

N

Monocytes make up about 5% to 10% of white blood cells
and are a heterogeneous group of cells that migrate into tis-
sues and differentiate into a diverse array of tissue-resident
phagocytic cells, including macrophages and dendritic cells
(see Figure 2-3a). During hematopoiesis in the bone marrow,
granulocyte-monocyte progenitor cells differentiate into pro-
monocytes, which leave the bone marrow and enter the
blood, where they further differentiate into mature mono-
cytes. Two broad categories of monocytes have recently been
identified. Inflammatory monocytes enter tissues quickly in
response to infection. Patrolling monocytes, a smaller group
of cells that crawl slowly along blood vessels, provide a reser-
voir for tissue-resident monocytes in the absence of infection,
and may quell rather than initiate immune responses.

Monocytes that migrate into tissues in response to infec-
tion can differentiate into specific tissue macrophages. Like
monocytes, macrophages can play several different roles.
Some macrophages are long-term residents in tissues and
play an important role in regulating their repair and regen-
eration. Other macrophages participate in the innate
immune response and undergo a number of key changes
when they are stimulated by encounters with pathogens or
tissue damage. These are referred to as inflammatory macro-
phages and play a dual role in the immune system as effective
phagocytes that can contribute to the clearance of pathogens
from a tissue, as well as antigen-presenting cells that can
activate T lymphocytes. Osteoclasts in the bone, microglial
cells in the central nervous system, and alveolar macro-
phages in the lung are tissue-specific examples of macro-
phages with these properties.

Activated, inflammatory macrophages are more effective
than resting ones in eliminating potential pathogens for sev-
eral reasons: They exhibit greater phagocytic activity, an
increased ability to kill ingested microbes, increased secre-
tion of inflammatory and cytotoxic mediators, and the abil-

ity to activate T cells. More will be said about the
antimicrobial activities of macrophages in Chapter 5. Acti-
vated macrophages also function more effectively as antigen-
presenting cells for helper T cells (Ty cells), which, in turn
regulate and enhance macrophage activity. Thus, macro-
phages and Ty cells facilitate each other’s activation during
the immune response.

Many macrophages also express receptors for certain
classes of antibody. If an antigen (e.g., a bacterium) is coated
with the appropriate antibody, the complex of antigen and
antibody binds to antibody receptors on the macrophage
membrane more readily than antigen alone and phagocytosis
is enhanced. In one study, for example, the rate of phagocyto-
sis of an antigen was 4000-fold higher in the presence of
specific antibody to the antigen than in its absence. Thus, an
antibody is an example of an opsonin, a molecule that binds
an antigen marking it for recognition by immune cells. The
modification of particulate antigens with opsonins (which
come in a variety of forms) is called opsonization, a term
from the Greek that literally means “to supply food” or “make
tasty” Opsonization is traditionally described as a process
that enhances phagocytosis of an antigen, but it serves mul-
tiple purposes that will be discussed in subsequent chapters.

Although most of the antigen ingested by macrophages is
degraded and eliminated, early experiments with radiolabeled
antigens demonstrated the presence of antigen peptides on the
macrophage membrane. Although the macrophage is a very
capable antigen-presenting cell, the dendritic cell is considered
the most efficient activator of naive T cells.

The discovery of the dendritic cell (DC) by Ralph Stein-
man in the mid 1970s resulted in awarding of the Nobel Prize
in 2011. Dendritic cells are critical for the initiation of the
immune response and acquired their name because they are
covered with long membranous extensions that resemble the
dendrites of nerve cells and extend and retract dynamically,
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increasing the surface area available for browsing lympho-
cytes. They are more diverse a population of cells than once
was thought, and seem to arise from both the myeloid and
lymphoid lineages of hematopoietic cells. The functional
distinctions among these diverse cells are still being clarified
and are likely critically important in tailoring immune
responses to distinct pathogens and targeting responding
cells to distinct tissues.

Denderitic cells perform the distinct functions of antigen
capture in one location and antigen presentation in another.
Outside lymph nodes, immature forms of these cells moni-
tor the body for signs of invasion by pathogens and capture
intruding or foreign antigens. They process these antigens,
then migrate to lymph nodes, where they present the antigen
to naive T cells, initiating the adaptive immune response.

When acting as sentinels in the periphery, immature den-
dritic cells take on their cargo of antigen in three ways. They
engulf it by phagocytosis, internalize it by receptor-mediated
endocytosis, or imbibe it by pinocytosis. Indeed, immature
dendritic cells pinocytose fluid volumes of 1000 to 1500 wm®
per hour, a volume that rivals that of the cell itself. Through
a process of maturation, they shift from an antigen-capturing
phenotype to one that is specialized for presentation of
antigen to T cells. In making the transition, some attributes
are lost and others are gained. Lost is the capacity for phago-
cytosis and large-scale pinocytosis. However, the ability to
present antigen increases significantly, as does the expression
of costimulatory molecules that are essential for the activa-
tion of naive T cells. After activation, dendritic cells abandon
residency in peripheral tissues, enter the blood or lymphatic
circulation, and migrate to regions of the lymphoid organs,
where T cells reside, and present antigen.

It is important to note that, although they share a name,
follicular dendritic cells do not arise in bone marrow and
have completely different functions from those described for
the dendritic cells discussed above. Follicular dendritic cells
do not function as antigen-presenting cells for Ty-cell acti-
vation. These dendritic cells were named for their exclusive
location in organized structures of the lymph node called
lymph follicles, which are rich in B cells. As discussed in
Chapters 12 and 14, the interaction of B cells with follicular
dendritic cells is an important step in the maturation and
diversification of B cells.

It is clear that myeloid cells are not the only cells that can
present antigen efficiently. As mentioned above, lymphoid-
derived dendritic cells are fully capable APCs. In addition,
activated B lymphocytes can act as professional antigen-
presenting cells. B cells can internalize antigen very effi-
ciently via their antigen-specific receptor, and can process
and present antigenic peptides at the cell surface. Activated
B cells also express the full complement of costimulatory
molecules that are required to activate T cells. By presenting
antigen directly to T cells, B cells efficiently solicit help, in
the form of cytokines, that induces their differentiation into
memory cells, as well as into antibody-producing cells
(plasma cells).
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Erythroid Cells

Cells of the erythroid lineage—erythrocytes, or red blood
cells—also arise from a common myeloid precursor (some-
times referred to as a common myeloid-erythroid precur-
sor). They contain high concentrations of hemoglobin, and
circulate through blood vessels and capillaries delivering
oxygen to surrounding cells and tissues. Damaged red blood
cells can also release signals (free radicals) that induce innate
immune activity. In mammals, erythrocytes are anuclear;
their nucleated precursors (erythroblasts) extrude their
nuclei in the bone marrow. However, the erythrocytes of
almost all nonmammalian vertebrates (birds, fish, amphibi-
ans, and reptiles) retain their nuclei. Erythrocyte size and
shape vary considerably across the animal kingdom—the
largest red blood cells can be found among some amphibi-
ans, and the smallest among some deer species.

Megakaryocytes

Megakaryocytes are large myeloid cells that reside in the
bone marrow and give rise to thousands of platelets, very
small cells (or cell fragments) that circulate in the blood and
participate in the formation of blood clots. Although plate-
lets have some of the properties of independent cells, they do
not have their own nuclei.

Cells of the Lymphoid Lineage Regulate
the Adaptive Immune Response

Lymphocytes (Figure 2-4) are the principal cell players in the
adaptive immune response. They represent 20% to 40% of
circulating white blood cells and 99% of cells in the lymph.
Lymphocytes can be broadly subdivided into three major
populations on the basis of functional and phenotypic differ-
ences: B lymphocytes (B cells), T lymphocytes (T cells), and
natural killer (NK) cells. In humans, approximately a trillion
(10'%) lymphocytes circulate continuously through the blood
and lymph and migrate into the tissue spaces and lymphoid
organs. We briefly review the general characteristics and
functions of each lymphocyte group and its subsets below.
Lymphocytes are relatively nondescript cells that are very
difficult to distinguish morphologically. T and B cells, in
particular, appear identical under a microscope. We there-
fore rely heavily on the signature of surface proteins they
express to differentiate among lymphocyte subpopulations.
Surface proteins expressed by immune cells are often
referred to by the cluster of differentiation (CD or cluster of
designation) nomenclature. This nomenclature was established
in 1982 by an international group of investigators who recog-
nized that many of the new antibodies produced by laborato-
ries all over the world (largely in response to the advent of
monoclonal antibody technology) were seeing the same pro-
teins. They therefore defined clusters of antibodies that
appeared to be seeing the same protein and assigned a name—
a cluster of differentiation or CD—to each group. Although
originally designed to categorize the multiple antibodies, the
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FIGURE 2-4 Examples of lymphocytes. (3, ¢, d) H&E stain of
blood smear showing typical lymphocyte. Note that naive B cells
and T cells look identical by microscopy. (b) Scanning electron
micrograph of lymphocytes and red blood cells. Cartoons depicting
the typical morphology of the cells indicated accompany each
image (including three different lymphocytes that would all have
the same appearance). Note the enlarged area of cytoplasm of the
plasma cell, which is occupied by an extensive network of endoplas-
mic reticulum and Golgi—an indication of the cell's dedication to

CD nomenclature is now firmly associated with specific sur-
face proteins found on cells of many types. Table 2-3 lists some
common CD molecules found on human and mouse lympho-
cytes. Note that the shift from use of a “common” name to the
more standard “CD” name can take place slowly. (For example,
investigators often still refer to the pan-T cell marker as “Thy-
1” rather than CD90, and the costimulatory molecules as “B7-1"
and “B7-2, rather than CD80 and CD86.) Appendix 1 lists over
three hundred CD markers expressed by immune cells.

In addition to their CD surface signatures, each B or T
cell also expresses an antigen-specific receptor (the B cell
receptor (BCR) or the T cell receptor (TCR), respectively)
on its surface. Although the populations of B cells and T cells
express a remarkable diversity of antigen receptors (more
than a billion), all receptors on an individual cell’s surface
have identical structures and therefore have identical speci-
ficities for antigen. If a given lymphocyte divides to form two
daughter cells, both daughters bear antigen receptors with
antigen specificities identical to each other and to the paren-
tal cell from which they arose, and so will any descendants
they produce. The resulting population of lymphocytes, all
arising from the same founding lymphocyte, is a clone.

T cytotoxic T cell

(b) Lymphocyte with red
blood cells

B cell

(d) NK cell
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antibody secretion. The NK cell also has more cytoplasm than a
naive lymphocyte; this is full of granules that are used to kill target
cells. (e) A branch diagram that depicts the basic relationship among
the lymphocyte subsets described in the text. [2-4a, left: Fred Hossler/
Visuals Unlimited; 2-4b: Creative Commons, http://commons.wikimedia.org/
wiki/File:SEM_blood_cellsjpg; 2-4c, left: Benjamin Koziner/Phototake; 2-4d:
Courtesy Ira Ames, Ph.D,, Dept. Cell & Developmental Biology, SUNY-Upstate
Medical University.]

At any given moment, a human or a mouse will contain
tens of thousands, perhaps a hundred thousand, distinct
mature T- and B-cell clones, each distinguished by its own
unique and identical cohort of antigen receptors. Mature B
cells and T cells are ready to encounter antigen, but they are
considered naive until they do so. Contact with antigen
induces naive lymphocytes to proliferate and differentiate
into both effector cells and memory cells. Effector cells carry
out specific functions to combat the pathogen, while the
memory cells persist in the host, and upon rechallenge with
the same antigen mediate a response that is both quicker and
greater in magnitude. The first encounter with antigen is
termed a primary response, and the re-encounter a second-
ary response.

B Lymphocytes

The B lymphocyte (B cell) derived its letter designation
from its site of maturation, in the bursa of Fabricius in birds;
the name turned out to be apt, as bone marrow is its major
site of maturation in humans, mice, and many other mam-
mals. Mature B cells are definitively distinguished from
other lymphocytes and all other cells by their synthesis and
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11.0:{8p2x Common CD markers used to distinguish functional lymphocyte subpopulations
CD designation Function B cell Tu Tc NK cell
CD2 Adhesion molecule; = + + +
signal transduction
b3 Signal transduction element - + + -
of T-cell receptor
CD4 Adhesion molecule that binds - + (usually) — (usually) -
to class I MHC molecules;
signal transduction
CD5 Unknown + (subset) + + +
CD8 Adhesion molecule that binds = — (usually) + (usually) (variable)
to class | MHC molecules;
signal transduction
CD16 (FcyRlll Low-affinity receptor for Fc - - - +
region of IgG
cD19 Signal transduction; CD21 + — — —
co-receptor
CD21 (CR2) Receptor for complement (C3d + - - -
and Epstein-Barr virus)
CD28 Receptor for costimulatory B7
molecule on antigen-presenting cells = + + —
CD32 (FcyRlN) Receptor for Fc region of IgG + - - -
CD35 (CR1) Receptor for complement (C3b) + = = =
CD40 Signal transduction + - - -
CD45 Signal transduction + + + +
CD56 Adhesion molecule - - - +
Synonyms are shown in parentheses.
display of the B-cell receptor (BCR), a membrane-bound T Lymphocytes

immunoglobulin (antibody) molecule that binds to antigen.
Each B cell expresses a surface antibody with a unique
specificity, and each of the approximately 1.5-3 X 10° mol-
ecules of surface antibody has identical binding sites for
antigen. B lymphocytes also can improve their ability to bind
antigen through a process known as somatic hypermutation
and can generate antibodies of several different functional
classes through a process known as class switching. Somatic
hypermutation and class switching are covered in detail in
Chapter 12.

Ultimately, activated B cells differentiate into effector
cells known as plasma cells (see Figure 2-4c). Plasma cells
lose expression of surface immunoglobulin and become
highly specialized for secretion of antibody. A single cell is
capable of secreting from a few hundred to more than a
thousand molecules of antibody per second. Plasma cells
do not divide and, although some long-lived populations
of plasma cells are found in bone marrow, many die within
1 or 2 weeks.

T lymphocytes (T cells) derive their letter designation
from their site of maturation in the thymus. Like the B cell,
the T cell expresses a unique antigen-binding receptor called
the T-cell receptor. However, unlike membrane-bound anti-
bodies on B cells, which can recognize soluble or particulate
antigen, T-cell receptors only recognize processed pieces of
antigen (typically peptides) bound to cell membrane pro-
teins called major histocompatibility complex (MHC)
molecules. MHC molecules are genetically diverse glyco-
proteins found on cell membranes (their structure and func-
tion are covered in detail in Chapter 8). The ability of MHC
molecules to form complexes with antigen allows cells to
decorate their surfaces with internal (foreign and self) pro-
teins, exposing them to browsing T cells. MHC comes in two
versions: class I MHC molecules, which are expressed by
nearly all nucleated cells of vertebrate species, and class II
MHC molecules, which are expressed by professional
antigen-presenting cells and a few other cell types during
inflammation.
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T lymphocytes are divided into two major cell types—T
helper (Ty) cells and T cytotoxic (T¢) cells—that can be
distinguished from one another by the presence of either
CD4 or CD8 membrane glycoproteins on their surfaces. T
cells displaying CD4 generally function as Ty cells and recog-
nize antigen in complex with MHC class II, whereas those
displaying CD8 generally function as T¢ cells and recognize
antigen in complex with MHC class 1. The ratio of CD4" to
CD8" T cells is approximately 2:1 in normal mouse and
human peripheral blood. A change in this ratio is often an
indicator of immunodeficiency disease (e.g., HIV), autoim-
mune diseases, and other disorders.

Naive CD8" T cells browse the surfaces of antigen-
presenting cells with their T-cell receptors. If and when they
bind to an MHC-peptide complex, they become activated,
proliferate, and differentiate into an effector cell called a cyto-
toxic T lymphocyte (CTL). The CTL has a vital function in
monitoring the cells of the body and eliminating any cells
that display foreign antigen complexed with class I MHC,
such as virus-infected cells, tumor cells, and cells of a foreign
tissue graft. To proliferate and differentiate optimally, naive
CD8™ T cells also need help from mature CD4 " T cells.

Naive CD4" T cells also browse the surfaces of antigen-
presenting cells with their T-cell receptors. If and when they
recognize an MHC-peptide complex, they can become acti-
vated and proliferate and differentiate into one of a variety of
effector T cell subsets (see Figure 2-4e). T helper type 1
(Ty1) cells regulate the immune response to intracellular
pathogens, and T helper type 2 (Ty2) cells regulate the
response to many extracellular pathogens. Two additional Ty
cell subsets have been recently identified. T helper type 17
cells (Ty17), so named because they secrete IL-17, play an
important role in cell-mediated immunity and may help the
defense against fungi. T follicular helper cells (Tgy) play an
important role in humoral immunity and regulate B-cell
development in germinal centers. Which helper subtype
dominates a response depends largely on what type of patho-
gen (intracellular versus extracellular, viral, bacterial, fungal,
helminth) has infected an animal. Each of these CD4" T-cell
subtypes produces a different set of cytokines that enable or
“help” the activation of B cells, T cells, macrophages, and
various other cells that participate in the immune response.
The network of cytokines that regulate and are produced by
these effector cells is described in detail in Chapter 11.

Another type of CD4" T cell, the regulatory T cell (Tggg),
has the unique capacity to inhibit an immune response. These
cells can arise during maturation in the thymus from autoreac-
tive cells (natural Tggg), but also can be induced at the site of
an immune response in an antigen-dependent manner
(induced Tggg). They are identified by the presence of CD4 and
CD25 on their surfaces, as well as the expression of the internal
transcription factor FoxP3. Tggg cells are critical in helping us
to quell autoreactive responses that have not been avoided via
other mechanisms. In fact, mice depleted of Tygg cells are
afflicted with a constellation of destructive self-reactive inflam-
matory reactions. However, Trgg cells may also play a role in

limiting our normal T-cell response to a pathogen. CD4 " and
CD8" T-cell subpopulations may be even more diverse than
currently described, and the field should expect identification
of additional functional subtypes in the future.

Natural Killer Cells

Natural killer (NK) cells are lymphoid cells that are closely
related to B and T cells. However, they do not express antigen-
specific receptors and are considered part of the innate
immune system. They are distinguished by the expression of
a surface marker known as NK1.1, as well as the presence of
cytotoxic granules. Once referred to as “large granular lym-
phocytes” because of their appearance under a microscope,
NK cells constitute 5% to 10% of lymphocytes in human
peripheral blood. They are efficient cell killers and attack a
variety of abnormal cells, including some tumor cells and
some cells infected with virus. They distinguish cells that
should be killed from normal cells in a very clever way: by
“recognizing” the absence of MHC class I, which is expressed
by almost all normal cells, but is specifically down-regulated
by some tumors and in response to some viral infections.
How can cells recognize an absence? NK cells express a vari-
ety of receptors for self MHC class I that, when engaged,
inhibit their ability to kill other cells. When NK cells encoun-
ter cells that have lost their MHC class I, these receptors are
no longer engaged and can no longer inhibit the potent cyto-
toxic tendencies of the NK cell, which then releases its cyto-
lytic granules and kills the abnormal target cell.

NK cells also express receptors for immunoglobulins and
can therefore decorate themselves with antibodies that bind
pathogens or proteins from pathogens on the surface of infected
cells. This allows an NK cell to make a connection with a variety
of target cells (independently of their MHC class I expression).
Once the antibodies bring the NK cell in contact with target
cells, the NK cell releases its granules and induces cell death.
The mechanism of NK-cell cytotoxicity, the focus of much cur-
rent experimental study, is described further in Chapter 13.

NKT Cells

Another type of cell in the lymphoid lineage, NKT cells, have
received a great deal of recent attention and share features
with both conventional T lymphocytes and NK cells. Like T
cells, NKT cells have T-cell receptors (TCRs), and some
express CD4. Unlike most T cells, however, the TCRs of NKT
cells are not very diverse and recognize specific lipids and
glycolipids presented by a molecule related to MHC proteins
known as CD1. Like their innate immune relatives, NK cells,
NKT cells have antibody receptors, as well as other receptors
classically associated with NK cells. Activated NKT cells can
release cytotoxic granules that kill target cells, but they can
also release large quantities of cytokines that can both
enhance and suppress the immune response. They appear to
be involved in human asthma, but also may inhibit the devel-
opment of autoimmunity and cancer. Understanding the
exact role of NKT cells in immunity is one research priority.
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Primary Lymphoid Organs—Where
Immune Cells Develop

I

The ability of any stem cell to self-renew and differentiate
depends on the structural organization and cellular function
of specialized anatomic microenvironments known as stem
cell niches. These sequestered regions are typically popu-
lated by a supportive network of stromal cells. Stem cell
niche stromal cells express soluble and membrane-bound
proteins that regulate cell survival, proliferation, differentia-
tion, and trafficking. The organs that have microenviron-
ments that support the differentiation of hematopoietic stem
cells actually change over the course of embryonic develop-
ment. However, by mid to late gestation, HSCs take up resi-
dence in the bone marrow, which remains the primary site
of hematopoiesis throughout adult life. The bone marrow
supports the maturation of all erythroid and myeloid cells
and, in humans and mice, the maturation of B lymphocytes
(as described in Chapter 10).

HSCs are also found in blood and may naturally recircu-
late between the bone marrow and other tissues. This obser-
vation has simplified the process used to transplant blood
cell progenitors from donors into patients who are deficient
(e.g., patients who have undergone chemotherapy). Whereas
once it was always necessary to aspirate bone marrow from
the donor—a painful process that requires anesthesia—it is
now sometimes possible to use enriched hematopoietic pre-
cursors from donor blood, which is much more easily
obtained (see the Clinical Focus Box 2-2 on pages 42-43).

Unlike B lymphocytes, T lymphocytes do not complete
their maturation in the bone marrow. T lymphocyte precur-
sors need to leave the bone marrow and travel to the unique
microenvironments provided by the other primary lym-
phoid organ, the thymus, in order to develop into functional
cells. The structure and function of the thymus will be dis-
cussed below and in more detail in Chapter 9.

The Bone Marrow Provides Niches for
Hematopoietic Stem Cells to Self-Renew
and Differentiate into Myeloid Cells

and B Lymphocytes

The bone marrow is a primary lymphoid organ that sup-
ports self-renewal and differentiation of hematopoietic stem
cells (HSCs) into mature blood cells. Although all bones
contain marrow, the long bones (femur, humerus), hip bones
(ileum), and sternum tend to be the most active sites of
hematopoiesis. The bone marrow is not only responsible for
the development and replenishment of blood cells, but it is
also responsible for maintaining the pool of HSCs through-
out the life of an adult vertebrate.

The adult bone marrow (Figure 2-5), the paradigmatic
adult stem cell niche, contains several cell types that coordi-
nate HSC development, including (1) osteoblasts, versatile
cells that both generate bone and control the differentiation
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of HSCs, (2) endothelial cells that line the blood vessels and
also regulate HSC differentiation, (3) reticular cells that send
processes connecting cells to bone and blood vessels, and,
unexpectedly, (4) sympathetic neurons, which can control the
release of hematopoietic cells from the bone marrow. A
microscopic cross-section reveals that the bone marrow is
tightly packed with stromal cells and hematopoietic cells at
every stage of differentiation. With age, however, fat cells
gradually replace 50% or more of the bone marrow compart-
ment, and the efficiency of hematopoiesis decreases.

The choices that an HSC makes depend largely on the
environmental cues it receives. The bone marrow is packed
with hematopoietic cells at all stages of development, but it is
likely that the precursors of each myeloid and lymphoid sub-
type mature in distinct environmental micro-niches within
the bone marrow. Our understanding of the microenviron-
ments within the bone marrow that support specific stages of
hematopoiesis is still developing. Evidence suggests, however,
that the endosteal niche (the area directly surrounding the
bone and in contact with bone-producing osteoblasts) and
the vascular niche (the area directly surrounding the blood
vessels and in contact with endothelial cells) play different
roles (see Figure 2-5¢). The endosteal niche appears to be
occupied by quiescent HSC:s in close association with osteo-
blasts that regulate stem cell proliferation. The vascular niche
appears to be occupied by HSCs that have been mobilized to
leave the endosteal niche to either differentiate or circulate. In
addition, the more differentiated a cell is, the farther it
appears to migrate from its supportive osteoblasts and the
closer it moves to the more central regions of the bone. For
example, the most immature B lymphocytes are found closest
to the endosteum and osteoblasts, while the more mature B
cells have moved into the more central sinuses of the bone
marrow that are richly served by blood vessels.

Finally, it is important to recognize that the bone marrow
is not only a site for lymphoid and myeloid development but
is also a site to which fully mature myeloid and lymphoid
cells can return. Mature antibody-secreting B cells (plasma
cells) may even take up long-term residence in the bone
marrow. Whole bone marrow transplants, therefore, do not
simply include stem cells but also include mature, functional
cells that can both help and hurt the transplant effort.

The Thymus Is a Primary Lymphoid Organ
Where T Cells Mature

T cell development is not complete until the cells undergo
selection in the thymus (Figure 2-6). The importance of the
thymus in T-cell development was not recognized until the
early 1960s, when J.EA.P. Miller, an Australian biologist,
worked against the power of popular assumptions to advance
his idea that the thymus was something other than a grave-
yard for cells. It was an underappreciated organ, very large in
prepubescent animals, that was thought by some to be detri-
mental to an organism, and by others to be an evolutionary
dead-end. The cells that populated it—small, thin-rimmed,
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featureless cells called thymocytes—looked dull and inac-
tive. However, Miller proved that the thymus was the all-
important site for the maturation of T lymphocytes (see the
Classic Experiment Box 2-3 on pages 46-47).

T-cell precursors, which still retain the ability to give rise
to multiple hematopoietic cell types, travel via the blood
from the bone marrow to the thymus. Immature T cells,

Stem cell transplantation holds great
promise for the regeneration of diseased,
damaged, or defective tissue. Hematopoi-
etic stem cells are already used to restore
hematopoietic function, and their use in
the clinic is described below. However,
rapid advances in stem cell research have
raised the possibility that other stem cell
types may soon be routinely employed
for replacement of a variety of cells and
tissues. Two properties of stem cells
underlie their utility and promise. They
have the capacity to give rise to lineages
of differentiated cells, and they are self-
renewing—each division of a stem cell
creates at least one stem cell. If stem cells
are classified according to their descent
and developmental potential, three levels
of stem cells can be recognized: pluripo-
tent, multipotent, and unipotent.
Pluripotent stem cells can give rise to an
entire organism. A fertilized egg, the
zygote, is an example of such a cell. In
humans, the initial divisions of the zygote
and its descendants produce cells that are
also pluripotent. In fact, identical twins
develop when pluripotent cells separate
and develop into genetically identical
fetuses. Multipotent stem cells arise from
embryonic stem cells and can give rise to
a more limited range of cell types. Further
differentiation of multipotent stem cells
leads to the formation of unipotent stem
cells, which can generate only the same
cell type as themselves. (Note that “pluri-
potent”is often used to describe the hema-
topoietic stem cell. Within the context of
blood cell lineages this is arguably true;
however, it is probably strictly accurate to
call the HSC a multipotent stem cell.)
Pluripotent cells, called embryonic
stem cells, or simply ES cells, can be iso-
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lated from early embryos, and for many
years it has been possible to grow mouse
ES cells as cell lines in the laboratory. Strik-
ingly, these cells can be induced to gener-
ate many different types of cells. Mouse ES
cells have been shown to give rise to
muscle cells, nerve cells, liver cells, pancre-
atic cells, and hematopoietic cells.

Advances have made it possible to
grow lines of human pluripotent stem cells
and, most recently, to induce differentiated
human cells to become pluripotent stem
cells. These are developments of consider-
able importance to the understanding of
human development, and they also have
great therapeutic potential. In vitro studies
of the factors that determine or influence
the development of human pluripotent
stem cells along specific developmental
paths are providing considerable insight
into how cells differentiate into specialized
cell types. This research is driven in part by
the great potential for using pluripotent
stem cells to generate cells and tissues that
could replace diseased or damaged tissue.
Success in this endeavor would be a major
advance because transplantation medi-
cine now depends entirely on donated
organs and tissues, yet the need far exceeds
the number of donations, and the need is
increasing. Success in deriving cells, tissues,
and organs from pluripotent stem cells
could provide skin replacement for burn
patients, heart muscle cells for those with
chronic heart disease, pancreatic islet cells
for patients with diabetes, and neurons for
the treatment of Parkinson’s disease or
Alzheimer's disease.

The transplantation of HSCs is an
important therapy for patients whose
hematopoietic systems must be replaced.
It has three major applications:

- Providing a functional immune system
to individuals with a genetically deter-
mined immunodeficiency, such as
severe combined immunodeficiency
(SCID).

- Replacing a defective hematopoietic
system with a functional one to cure
patients with life-threatening nonma-
lignant genetic disorders in hemato-
poiesis, such as sickle-cell anemia or
thalassemia.

-+ Restoring the hematopoietic system of
cancer patients after treatment with
doses of chemotherapeutic agents and
radiation. This approach is particularly
applicable to leukemias, including acute
myeloid leukemia, which can be cured
only by destroying the patient’s own
hematopoietic system—the source of
the leukemia cells. Clinicians also hope
that this approach can be used to facili-
tate treatment of solid tumors. High-
dose radiation and cytotoxic regimens
can be much more effective at killing
solid tumors than therapies using more
conventional doses of cytotoxic agents;
however, they destroy the immune sys-
tem, and stem cell transplantation
makes it possible to recover from such
drastic treatment.

Hematopoietic stem cells have extraor-
dinary powers of regeneration. Experi-
ments in mice indicate that as few as one
HSC can completely restore the erythroid
population and the immune system. In
humans, for instance, as little as 10% of a
donor’s total volume of bone marrow can
provide enough HSCs to completely
restore the recipient’s hematopoietic sys-
tem. Once injected into a vein, HSCs enter
the circulation and find their own way to

known as thymocytes (thymus cells) because of their site of
maturation, pass through defined developmental stages in
specific thymic microenvironments as they mature into
functional T cells. The thymus is a specialized environment
where immature T cells generate unique antigen receptors
(T cell receptors, or TCRs) and are then selected on the basis
of their reactivity to self MHC-peptide complexes expressed
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the bone marrow, where they begin the
process of engraftment. In addition, HSCs
can be preserved by freezing. This means
that hematopoietic cells can be “banked.
After collection, the cells are treated with a
cryopreservative, frozen, and then stored
for later use. When needed, the frozen
preparation is thawed and infused into the
patient, where it reconstitutes the hema-
topoietic system. This cell-freezing tech-
nology even makes it possible for
individuals to store their own hematopoi-
etic cells for transplantation to themselves
at a later time. Currently, this procedure is
used to allow cancer patients to donate
cells before undergoing chemotherapy
and radiation treatments, then later recon-
stitute their hematopoietic system using
their own cells.

Transplantation of stem cell popula-
tions may be autologous (the recipient is
also the donor), syngeneic (the donor is
genetically identical; i.e., an identical twin
of the recipient), or allogeneic (the donor
and recipient are not genetically identi-
cal). In any transplantation procedure,
genetic differences between donor and
recipient can lead to immune-based
rejection reactions. Aside from host rejec-
tion of transplanted tissue (host versus
graft), lymphocytes conveyed to the
recipient via the graft can attack the recip-
ient’s tissues, thereby causing graft-
versus-host disease (GVHD), a
life-threatening affliction. In order to sup-
press rejection reactions, powerful immu-
nosuppressive drugs must be used.
Unfortunately, these drugs have serious
side effects, and immunosuppression
increases the patient’s risk of infection and
susceptibility to tumors. Consequently,
HSC transplantation has the fewest com-
plications when there is genetic identity
between donor and recipient.

At one time, bone marrow transplan-
tation was the only way to restore the
hematopoietic system. However, both
peripheral blood and umbilical cord
blood are now also common sources of
hematopoietic stem cells. These alterna-
tive sources of HSCs are attractive because
the donor does not have to undergo
anesthesia or the highly invasive proce-
dure used to extract bone marrow.
Although peripheral blood may replace
marrow as a major source of hematopoi-
etic stem cells for many applications,
bone marrow transplantation still has
some advantages (e.g, marrow may
include stem cell subsets that are not as
prevalent in blood). To obtain HSC-
enriched preparations from peripheral
blood, agents are used to induce increased
numbers of circulating HSCs, and then the
HSC-containing fraction is separated from
the plasma and red blood cells in a pro-
cess called leukapheresis. If necessary,
further purification can be done to
remove T cells and to enrich the CD34*
population.

Umbilical cord blood contains an
unusually high frequency of hematopoi-
etic stem cells. Furthermore, it is obtained
from placental tissue (the “afterbirth”),
which is normally discarded. Conse-
quently, umbilical cord blood has become
an attractive source of cells for HSC trans-
plantation. For reasons that remain
incompletely understood, cord blood
stem cell transplants do not engraft as
reliably as peripheral blood stem cell
transplants; however, grafts of cord blood
cells produce GVHD less frequently than
marrow grafts, probably because cord
blood has fewer mature T cells.

Beyond its current applications in
cancer treatment, autologous stem cell
transplantation can also be useful for
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BOX 2-2

gene therapy, the introduction of a
normal gene to correct a disorder
caused by a defective gene. One of the
most highly publicized gene therapy
efforts—the introduction of the adenos-
ine deaminase (ADA) gene to correct a
form of severe combined immunodefi-
ciency (SCID)—was performed success-
fully on hematopoietic stem cells. The
therapy entails removing a sample of
hematopoietic stem cells from a patient,
inserting a functional gene to compen-
sate for the defective one, and then
reinjecting the engineered stem cells
into the donor.

The advantage of using stem cells in
gene therapy is that they are self-
renewing. Consequently, at least in the-
ory, patients would have to receive only a
single injection of engineered stem cells.
In contrast, gene therapy with engi-
neered mature lymphocytes or other
blood cells would require periodic injec-
tions because these cells are not capable
of self-renewal. In the case of the SCID
patients, hematopoietic stem cells were
successfully infected with a retrovirus
engineered to express the ADA gene. The
cells were returned to the patients and
did, indeed, correct the deficiency.
Patients who previously could not gener-
ate lymphocytes to protect themselves
from infection were able to generate nor-
mal cells and live relatively normal lives.
Unfortunately, in a number of patients,
the retrovirus used to introduce the ADA
gene integrated into parts of the genome
that resulted in leukemia. Investigators
continue to work to improve the safety
and efficiency of gene delivery; more suc-
cessful gene therapy efforts are clearly in
the future.

on the surface of thymic stromal cells. Those thymocytes
whose T-cell receptors bind self MHC-peptide complexes
with too high affinity are induced to die (negative selec-
tion), and those thymocytes that bind self MHC-peptides
with an intermediate affinity undergo positive selection,
resulting in their survival, maturation, and migration to the
thymic medulla. Most thymocytes do not navigate the jour-

ney through the thymus successfully; in fact, it is estimated
that 95% of thymocytes die in transit. The majority of cells
die because they have too low an affinity for the self-antigen-
MHC combinations that they encounter on the surface of
thymic epithelial cells and fail to undergo positive selection.

These developmental events take place in several distinct
thymic microenvironments (see Figure 2-6). T-cell precursors
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FIGURE 2-5 The bone marrow microenvi-
ronment. (a) Multiple bones support hematopoiesis,
including the hip (ileum), femur, sternum, and
humerus. (b) This figure shows a typical cross-section
of a bone with a medullary (marrow) cavity. (c) Blood
vessels (central sinus and medullary artery) run
through the center of the bone and form a network of
capillaries in close association with bone and bone
surface (endosteum). Both the cells that line the blood
vessels (endothelium) and the cells that line the bone
(osteoblasts) generate niches that support hemato-
poietic stem cell (HSC) self-renewal and differentia-
tion. The most immature cells appear to be associated
with the endosteal (bone) niche; as they mature, they
migrate toward the vascular (blood vessel) niche.
Fully differentiated cells exit the marrow via blood
vessels. [2-5b; Courtesy of Indiana University School of Medicine ]
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Bone marrow

FIGURE 2-6 The structure of the thymus. The thymus is
found just above the heart (a, b) and is largest prior to puberty,
when it begins to shrink. Panel (c) depicts a stained thymus tissue
section and (d) a cartoon of the microenvironments: the cortex,
which is densely populated with DP immature thymocytes (blue)
and the medulla, which is sparsely populated with SP mature
thymocytes. These major regions are separated by the corticome-
dullary junction (CMJ), where cells enter from and exit to the
bloodstream. The area between the cortex and the thymic cap-
sule, the subcapsular cortex, is a site of much proliferation of the
youngest (DN) thymocytes. The route taken by a typical thymo-
cyte during its development from the DN to DP to SP stages is
shown. Thymocytes are positively selected in the cortex. Autore-
active thymocytes are negatively selected in the medulla; some
may also be negatively selected in the cortex. [2-6¢: Dr. Gladden
Willis/Getty Images.]
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O\ The Discovery of a Thymus—and Two

J.F.A.P. MiLLER DISCOVERED THE
FuNCTION OF THE THYMUS

In 1961, Miller, who had been investigat-
ing the thymus's role in leukemia, pub-
lished a set of observations in The Lancet
that challenged notions that, at best, this
organ served as a cemetery for lympho-
cytes and, at worst, was detrimental to
health (Figure 1). He noted that when this
organ was removed in very young mice
(in a process known as thymectomy), the
subjects became susceptible to a variety
of infections, failed to reject skin grafts,
and died prematurely. On close examina-
tion of their circulating blood cells, they
also appeared to be missing a type of cell
that another investigator, James Gowans,
had associated with cellular and humoral
immune responses. Miller concluded that
the thymus produced functional immune
cells.

Several influential investigators could
not repeat the data and questioned
Miller's conclusions. Some speculated
that the mouse strain he used was pecu-
liar, others that his mice were exposed to
too many pathogens and their troubles
were secondary to infection. Dr. Miller
responded to each of these criticisms

experimentally, assessing the impact of
thymectomy in different mouse strains
and in germ-free facilities. His results were
unequivocal, and his contention that this
organ generated functional lymphocytes
was vindicated. Elegant experiments by
Dr. Miller, James Gowans, and others sub-
sequently showed that the thymus pro-
duced a different type of lymphocyte than
the bone marrow. This cell did not pro-
duce antibodies directly, but, instead, was
required for optimal antibody production.
It was called a T cell after the thymus, its
organ of origin. Immature T cells are
known as thymocytes. Miller is one of the
few scientists credited with the discovery
of the function of an entire organ.

A Seconp THYMuUS

No one expected a new anatomical dis-
covery inimmunology in the 21st century.
However, in 2006 Hans-Reimer Rodewald
and his colleagues reported the existence
of a second thymus in mice. The conven-
tional thymus is a bi-lobed organ that
sits in the thorax right above the heart.
Rodewald and his colleagues discovered
thymic tissue that sits in the neck, near the
cervical vertebrae, of mice. This cervical

FIGURE 1

JEAP Miller (above) in 1961 and the first page
(opposite) of his Lancet article (1961) describing his
discovery of the function of the thymus. [The Walter and
Eliza Hall Institute of Medical Research]

thymic tissue is smaller in mass than the
conventional thymus, consists of a single
lobe or clusters of single lobes, and is
populated by relatively more mature
thymocytes. However, it contributes to
T-cell development very effectively and
clearly contributes to the mature T-cell
repertoire. Rodewald's findings raise the
possibility that some of our older observa-
tions and assumptions about thymic
function need to be reexamined. In par-
ticular, studies based on thymectomy that
indicated T cells could develop outside
the thymus may need to be reassessed.
The cells found may have come from this
more obscure but functional thymic tissue.
The evolutionary implications of this
thymus are also interesting—thymi are
found in the neck in several species,
including the koala and kangaroo.
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IMMUNOLOGICAL FUNCTION
OF THE THYMUS

IT has been suggested that the thymus does not
participate in immune reactions. This is because antibody
formation has not been demonstrated in the normal
thymus," and because, even after intense antigenic
stimulation plasma cells (the morphological expression of
active antibody formartion) and germinal centres have not
been described in that organ.? Furthermore, thymectomy
in the adult animal has had little or no significant effect
on antibody production.?

On the other hand, there are certain clinical and
experimental observations in man and other animals
which suggest thart the thymus may somehow be con-
cerned in the control of immune responses, Thus, in
acute infections, when presumably the need for antibody
production is great, the thymus undergoes rapid
involution; in patients with acquired agammaglobulinzmia
the simultancous occurrence of benign thymomas has been
described,* and in feeral or newborn animals, at a time
when responsiveness to antigenic stimulation is deficient,
the thymus is a very prominent organ,

The apparent contradiction between these two sets of
observations may be partly explained by recent work,® ¢
which suggests that the thymus does not respond to
circulating antigens because these cannot reach it owing
to the existence of a barrier berween the normal gland
and the blood-stream. If the barrier is broken, for
instance by local trauma, the histological reactions of
antibody formation take place in the thymus.

In this laboratory, we have been interested in the role
of the thymus in leukemogenesis.” During this work it
has become increasingly evident that the thymus at an
early stage in life plays a very important part in the
development of immunological response.

METHODS AND RESULTS
In the preliminary experiments mice of the C3H and Ak
strains and of a cross between T, and Ak were used. The
thymus was removed 1-16 hours after birth. Alternate litter-
mates were used as sham-thymectomised controls—i.e., they
underwent the full operative procedure, including excision of
part of the sternum, but their thymuses were left intact. Mice
in another group had thymectomy at 5 days of age. Wounds
were closed with a continuous black silk suturc and the baby
mice were returned lmmcdmtcly to their mothers. No anti-
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6. Mlorgxll. A.H. E, White, R. G. Lanear, 1961, i,
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7. Miller, J. F. A, P. Narure, Lond. 1961, 191, 248,

biotics were administered at any time cither to the operated
mice or to their mothers.

Mortality during and immediately after the operation
ranged between 5 and 159%, (excluding deaths due either 1o
neglectful mothers or to cannibalism). Mortality in the
thymectomised group was, however, higher between the lst
and 3rd month of life and was attributable mostly to common
laboratory infections. This suggested that neonatally thymee-
tomised mice were more susceptible to such infections than
even sham-thymectomised littermate controls. When thymec-

and control groups were isolated from other
experimental mice and kept under nearly pathogen-free
conditions, the mortality in the thymectomised group was
significantly reduced.

Absolute and differential white-cell counts were performed
on tail blood at various intervals after thymectomy. The
significant results of these¢ estimations are summarised in
fig. 1. In sham-thymectomised animals the lympbncy:er
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Fig. 1—Average Iymplmcm pn'lymorph ratio of mice lharmelo-
miuﬁintho d with sh thy
© 0 thy ised mice.

®———s sgham-thymectomised mice.

polymorph ratio rose progressively in the first 8 days of life
to reach the normal adult ratio of 2:54.0-08. In the animals
whose thymus was removed on the 1st day of life the ratio did
not increase significantly and was only 1-040-10 at 6 wecks
of age.

Histological examination of lymph-nodes and spleens of
thymectomised animals at 6 weeks of age revealed a con-
spicuous deficiency of germinal centres and only few plasma
cells (figs. 2 and 3).

At 6 weeks of age, groups of thymectomised, sham-
thymectomised, and entirely normal mice were subjected to
skin grafting, Ak mice receiving C3H grafts and vice versa,
and (ARXT,F, mice l‘eceiving C3H grafts. The median
survival time of skin grafts in intact mice, sham-thymectomised
mice, and mice thymectomised at 5 days of age ranged from
10 to 12 days. In morc than 70%; of micc whosc thymus was
removed on the 1st day of life the grafts were established and
grew luxuriant crops of hair. Most of these grafts were
tolerated for periods ranging from 6 weeks to 2 months and

Fig. 2—Spleen of B-week-old
C3H mouse thymectomised
at birth (= 20).

Fig. 3—Spleen of f-week-old CIH mouse sham.
thymectomised at birth (< 20).

[Immunological Function of the Thymus, J.FA.P. Miller,
The Lancet, Elsevier 30 September 1961 © 1961, Elsevier]
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enter the thymus in blood vessels at the corticomedullary
junction between the thymic cortex, the outer portion of the
organ, and the thymic medulla, the inner portion of the
organ. At this stage thymocytes express neither CD4 nor
CD8, markers associated with mature T cells. They are there-
fore called double negative (DN) cells. DN cells first travel to
the region under the thymic capsule, a region referred to as
the subcapsular cortex, where they proliferate and begin to
generate their T-cell receptors. Thymocytes that successfully
express TCRs begin to express both CD4 and CD8, becoming
double positive (DP) cells, and populate the cortex, the site
where most (85% or more) immature T cells are found. The
cortex features a distinct set of stromal cells, cortical thymic
epithelial cells (¢TECs), whose long processes are perused by
thymocytes testing the ability of their T-cell receptors to bind
MHC-peptide complexes (Video 2-1). Thymocytes that sur-
vive selection move to the thymic medulla, where positively
selected thymocytes encounter specialized stromal cells,
medullary thymic epithelial cells (mTECs). Not only do
mTECs support the final steps of thymocyte maturation, but
they also have a unique ability to express proteins that are
otherwise found exclusively in other organs. This allows them
to negatively select a group of potentially very damaging, auto-
reactive T cells that could not be deleted in the cortex.'

Mature thymocytes, which express only CD4 or CD8 and
are referred to as single positive (SP), leave the thymus as
they entered: via the blood vessels of the corticomedullary
junction. Maturation is finalized in the periphery, where
these new T cells (recent thymic emigrants) explore antigens
presented in secondary lymphoid tissue, including spleen
and lymph nodes.

Secondary Lymphoid Organs—Where
the Immune Response Is Initiated

I

As just described, lymphocytes and myeloid cells develop to
maturity in the primary lymphoid system: T lymphocytes in
the thymus, and B cells, monocytes, dendritic cells, and
granulocytes in the bone marrow. However, they encounter
antigen and initiate an immune response in the microenvi-
ronments of secondary lymphoid organs (SLOs).

Secondary Lymphoid Organs Are Distributed
Throughout the Body and Share Some
Anatomical Features

Lymph nodes and the spleen are the most highly organized

of the secondary lymphoid organs and are compartmental-
ized from the rest of the body by a fibrous capsule. A some-

"Note that some investigators describe positive selection as taking place in
the cortex and negative selection solely in the medulla. However, several
lines of evidence suggest that negative selection can also occur in the cortex,
and we have adopted this perspective for this text.

what less organized system of secondary lymphoid tissue,
collectively referred to as mucosa-associated lymphoid tis-
sue (MALT), is found associated with the linings of multiple
organ systems, including the gastrointestinal (GI) and respi-
ratory tracts. MALT includes tonsils, Peyer’s patches (in the
small intestine), and the appendix, as well as numerous lym-
phoid follicles within the lamina propria of the intestines
and in the mucous membranes lining the upper airways,
bronchi, and genitourinary tract (Figure 2-7).

Although secondary lymphoid organs vary in their loca-
tion and degree of organization, they share key features. All
SLOs include anatomically distinct regions of T-cell and
B-cell activity, and all develop lymphoid follicles, which are
highly organized microenvironments that are responsible
for the development and selection of B cells that produce
high-affinity antibodies.

Lymphoid Organs Are Connected to Each
Other and to Infected Tissue by Two Different
Circulatory Systems: Blood and Lymphatics

The immune cells are the most mobile cells in a body and use
two different systems to traffic through tissues: the blood
system and the lymphatic system. The blood has access to
virtually every organ and tissue and is lined by endothelial
cells that are very responsive to inflammatory signals. Hema-
topoietic cells can transit through the blood system—away
from the heart via active pumping networks (arteries) and
back to the heart via passive valve-based systems (veins)
within minutes. Most lymphocytes enter secondary lym-
phoid organs via specialized blood vessels, and leave via the
lymphatic system.

The lymphatic system is a network of thin walled vessels
that play a major role in immune cell trafficking, including
the travel of antigen and antigen-presenting cells to second-
ary lymphoid organs and the exit of lymphocytes from
lymph nodes.

Lymph vessels are filled with a protein-rich fluid (lymph)
derived from the fluid component of blood (plasma) that
seeps through the thin walls of capillaries into the surround-
ing tissue. In an adult, depending on size and activity, seep-
age can add up to 2.9 liters or more during a 24-hour period.
This fluid, called interstitial fluid, permeates all tissues and
bathes all cells. If this fluid were not returned to the circula-
tion, the tissue would swell, causing edema that would even-
tually become life threatening. We are not afflicted with such
catastrophic edema because much of the fluid is returned to
the blood through the walls of venules. The remainder of the
interstitial fluid enters the delicate network of primary lym-
phatic vessels. The walls of the primary vessels consist of a
single layer of loosely apposed endothelial cells. The porous
architecture of the primary vessels allows fluids and even
cells to enter the lymphatic network. Within these vessels,
the fluid, now called lymph, flows into a series of progres-
sively larger collecting vessels called lymphatic vessels (see
Figures 2-7b and 2-7c).
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FIGURE 2-7 The human lymphoid system. The primary
organs (bone marrow and thymus) are shown in red; secondary
organs and tissues, in blue. These structurally and functionally
diverse lymphoid organs and ftissues are interconnected by the
blood vessels (not shown) and lymphatic vessels (purple). Most of
the body’s lymphatics eventually drain into the thoracic duct, which
empties into the left subclavian vein. However, the vessels draining
the right arm and right side of the head (shaded blue) converge to

All cells and fluid circulating in the lymph are ultimately
returned to the blood system. The largest lymphatic vessel,
the thoracic duct, empties into the left subclavian vein. It
collects lymph from all of the body except the right arm and
right side of the head. Lymph from these areas is collected
into the right lymphatic duct, which drains into the right
subclavian vein (see Figure 2-7a). By returning fluid lost
from the blood, the lymphatic system ensures steady-state
levels of fluid within the circulatory system.
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form the right lymphatic duct, which empties into the right subcla-
vian vein. The inset (b) shows the lymphatic vessels in more detail,
and (c) shows the relationship between blood and lymphatic capil-
laries in tissue. The lymphatic capillaries pick up interstitial fluid,
particulate and soluble proteins, as well as immune cells from the
tissue surrounding the blood capillaries (see arrows). [Part (a):
Adapted from H. Lodish et al, 1995, Molecular Cell Biology, 3rd ed,
Scientific American Books, New York.]

The heart does not pump the lymph through the lym-
phatic system; instead, the slow, low-pressure flow of lymph
is achieved by the movements of the surrounding muscles.
Therefore, activity enhances lymph circulation. Importantly,
a series of one-way valves along the lymphatic vessels
ensures that lymph flows in only one direction.

When a foreign antigen gains entrance to the tissues, it is
picked up by the lymphatic system (which drains all the tis-
sues of the body) and is carried to various organized
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lymphoid tissues such as lymph nodes, which trap the foreign
antigen. Antigen-presenting cells that engulf and process the
antigen also can gain access to lymph. In fact, as lymph passes
from the tissues to lymphatic vessels, it becomes progres-
sively enriched in specific leukocytes, including lymphocytes,
dendritic cells, and macrophages. Thus, the lymphatic system
also serves as a means of transporting white blood cells and
antigen from the connective tissues to organized lymphoid
tissues, where the lymphocytes can interact with the trapped
antigen and undergo activation. Most secondary lymphoid
tissues are situated along the vessels of the lymphatic system.
The spleen is an exception and is served only by blood vessels.

All immune cells that traffic through tissues, blood, and
lymph nodes are guided by small molecules known as chemo-
kines. These proteins are secreted by stromal cells, antigen-
presenting cells, lymphocytes, and granulocytes, and form
gradients that act as attractants and guides for other immune
cells, which express an equally diverse set of receptors for
these chemokines. The interaction between specific chemo-
kines and cells expressing specific chemokine receptors allows
for a highly refined organization of immune cell movements.

The Lymph Node Is a Highly Specialized
Secondary Lymphoid Organ

Lymph nodes (Figure 2-8) are the most specialized SLOs.
Unlike the spleen, which also regulates red blood cell flow and
fate, lymph nodes are fully committed to regulating an immune
response. They are encapsulated, bean-shaped structures that
include networks of stromal cells packed with lymphocytes,
macrophages, and dendritic cells. Connected to both blood
vessels and lymphatic vessels, lymph nodes are the first orga-
nized lymphoid structure to encounter antigens that enter the
tissue spaces. The lymph node provides ideal microenviron-
ments for encounters between antigen and lymphocytes and
productive, organized cellular and humoral immune responses.

Structurally, a lymph node can be divided into three
roughly concentric regions: the cortex, the paracortex, and
the medulla, each of which supports a distinct microenviron-
ment (see Figure 2-8). The outermost layer, the cortex, con-
tains lymphocytes (mostly B cells), macrophages, and
follicular dendritic cells arranged in follicles. Beneath the
cortex is the paracortex, which is populated largely by T
lymphocytes and also contains dendritic cells that migrated
from tissues to the node. The medulla is the innermost layer,
and the site where lymphocytes exit (egress) the lymph node
through the outgoing (efferent) lymphatics. It is more sparsely
populated with lymphoid lineage cells, which include plasma
cells that are actively secreting antibody molecules.

Antigen travels from infected tissue to the cortex of the
lymph node via the incoming (afferent) lymphatic vessels,
which pierce the capsule of a lymph node at numerous sites
and empty lymph into the subcapsular sinus (see Figure 2-8b).
It enters either in particulate form or is processed and
presented as peptides on the surface of migrating antigen-
presenting cells. Particulate antigen can be trapped by resident

antigen-presenting cells in the subcapsular sinus or cortex,
and it can be passed to other antigen-presenting cells,
including B lymphocytes. Alternatively, particulate antigen
can be processed and presented as peptide-MHC complexes
on cell surfaces of resident dendritic cells that are already in
the T-cell-rich paracortex.

T Cells in the Lymph Node

It takes every naive T lymphocyte about 16 to 24 hours to
browse all the MHC-peptide combinations presented by the
antigen-presenting cells in a single lymph node. Naive lym-
phocytes enter the cortex of the lymph node by passing
between the specialized endothelial cells of high endothelial
venules (HEV), so-called because they are lined with unusu-
ally tall endothelial cells that give them a thickened appear-
ance (Figure 2-9a).

Once naive T cells enter the lymph node, they browse
MHC-peptide antigen complexes on the surfaces of the den-
dritic cells present in the paracortex. The paracortex is tra-
versed by a web of processes that arise from stromal cells called
fibroblast reticular cells (FRCs) (Figure 2-9b). This network is
referred to as the fibroblast reticular cell conduit system
(FRCC) and guides T-cell movements via associated adhesion
molecules and chemokines. Antigen-presenting cells also
appear to wrap themselves around the conduits, giving circu-
lating T cells ample opportunity to browse their surfaces as
they are guided down the network. The presence of this spe-
cialized network elegantly enhances the probability that T cells
will meet their specific MHC-peptide combination.

T cells that browse the lymph node but do not bind
MHC-peptide combinations exit not via the blood, but via
the efferent lymphatics in the medulla of the lymph node (see
Figure 2-8). T cells whose TCRs do bind to an MHC-peptide
complex on an antigen-presenting cell that they encounter in
the lymph node will stop migrating and take up residence in
the node for several days. Here it will proliferate and,
depending on cues from the antigen-presenting cell itself, its
progeny will differentiate into effector cells with a variety of
functions. CD8" T cells gain the ability to kill target cells.
CD4" T cells can differentiate into several different kinds of
effector cells, including those that can further activate mac-
rophages, CD8" T cells, and B cells.

B Cells in the Lymph Node

The lymph node is also the site where B cells are activated
and differentiate into high-affinity antibody-secreting
plasma cells. B cell activation requires both antigen engage-
ment by the B-cell receptor (BCR) and direct contact with an
activated CD4" Ty cell. Both events are facilitated by the
anatomy of the lymph node. Like T cells, B cells circulate
through the blood and lymph and visit the lymph nodes on
a daily basis, entering via the HEV. They respond to specific
signals and chemokines that draw them not to the paracor-
tex but to the lymph node follicle. Although they may ini-
tially take advantage of the FRCC for guidance, they
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FIGURE 2-8 Structure of a lymph node. The microenviron-
ments of the lymph node support distinct cell activities. (a) The lymph
nodes are dispersed throughout the body and are connected by lym-
phatic vessels as well as blood vessels (not shown). (b) A drawing of the
major features of a lymph node shows the major vessels that serve the
organ: incoming (afferent) and outgoing (efferent) lymphatic vessels,
and the arteries and veins. It also depicts the three major tissue layers:
the outer cortex, the paracortex, and the innermost region, the
medulla. Macrophages and dendritic cells, which trap antigen, are pres-
ent in the cortex and paracortex. T cells are concentrated in the para-
cortex; B cells are primarily in the cortex, within follicles and germinal

ultimately depend upon follicular dendritic cells (FDCs) for
guidance (Figure 2-9c). FDCs are centrally important in
maintaining follicular and germinal center structure and
“presenting” antigen to differentiating B cells.

B cells differ from T cells in that their receptors can rec-
ognize free antigen. A B cell will typically meet its antigen
in the follicle. If its BCR binds to antigen, the B cell
becomes partially activated and engulfs and processes that
antigen. As mentioned above, B cells, in fact, are special-
ized antigen-presenting cells that present processed peptide-
MHC complexes on their surface to CD4" Ty cells. Recent
data show that B cells that have successfully engaged and
processed antigen change their migration patterns and
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centers. The medulla is populated largely by antibody-producing
plasma cells and is the site where cells exit via the efferent lymphatics.
Naive lymphocytes circulating in the blood enter the node via high
endothelial venules (HEV) via a process called extravasation (see
Advances Box 14-2). Antigen and some leukocytes, including antigen-
presenting cells, enter via afferent lymphatic vessels. All cells exit via
efferent lymphatic vessels. () This stained tissue section shows the
cortex with a number of ovoid follicles, which is surrounded by the
T-cell-rich paracortex. (d) A stained lymph node section showing a fol-
licle that includes a germinal center (otherwise referred to as a second-
ary follicle). [2-8¢: Dr. Gladden Willis/Getty Images; 2-8d: Image Source/Alamy ]

move to the T-cell-rich paracortex, where they increase
their chances of encountering an activated CD4" Ty cell
that will recognize the MHC-antigen complex they present.
When they successfully engage this Ty cell, they maintain
contact for a number of hours, becoming fully activated
and receiving signals that induce B cell proliferation (see
Chapter 14).

Some activated B cells differentiate directly into an anti-
body-producing cell (plasma cell) but others re-enter the
follicle to establish a germinal center. A follicle that develops
a germinal center is sometimes referred to as a secondary
follicle; a follicle without a germinal center is sometimes
referred to as a primary follicle.
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(a) Afferent lymphatic vessel high endothelial venule

Lymphatic endothelial cell

Soluble molecule Particulate antigen

(b) Follicular reticular cell conduit system

FIGURE 2-9 Features of lymph node microenvironments.
The lymph node microenvironments are maintained and regu-
lated by distinct cell types and structures. (a) The afferent lymphat-
ics are the vessels through which dendritic cells, and particulate
and soluble antigen, enter the lymph node. The high endothelial
venules (HEVs) are the vessels through which naive T and B cells
enter the lymph node (via extravasation). (b) The paracortex is
crisscrossed by processes and conduits formed by fibroblastic
reticular cells (FRCs), which guide the migration of antigen-

Germinal centers are remarkable substructures that
facilitate the generation of B cells with increased receptor
affinities. In the germinal center, an antigen-specific B cell
clone will proliferate and undergo somatic hypermutation
of the genes coding for their antigen receptors. Those recep-
tors that retain the ability to bind antigen with the highest
affinity survive and differentiate into plasma cells that travel
to the medulla of the lymph node. Some will stay and
release antibodies into the bloodstream; others will exit
through the efferent lymphatics and take up residence in the

Perivascular sheath

Basal lamina

Naive
B cell

presenting cells and T cells, facilitating their interactions. The left
panel shows an immunofluorescence microscopy image with the
FRC shown in red and T cells in green. The right panel shows a
cartoon of the network and cell participants. (c) The B-cell follicle
contains a network of follicular dendritic cells (FDCs), which are
shown as an SEM image as well as a cartoon. FDCs guide the
movements and interactions of B cells. [2-9b, left: Courtesy of Stepha-
nie Favre and Sanjiv A. Luther, University of Lausanne, Switzerland. 2-9¢, left:
Photograph courtesy of Mohey Eldin M. EI Shikh.]

bone marrow, where they will continue to release antibodies
into circulation.

The initial activation of B cells and establishment of the
germinal center take place within 4 to 7 days of the initial infec-
tion, but germinal centers remain active for 3 weeks or more
(Chapter 12). Lymph nodes swell visibly and sometimes pain-
tully, particularly during those first few days after infection. This
swelling is due both to an increase in the number of lympho-
cytes induced to migrate into the node as well as the prolifera-
tion of antigen-specific T and B lymphocytes within the lobe.
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The Generation of Memory T and B Cells
in the Lymph Node

The interactions between Ty cells and APCs, and between
activated Ty cells and activated B cells, results not only in the
proliferation of antigen-specific lymphocytes and their
functional differentiation, but also in the generation of mem-
ory T and B cells. Memory T and B cells can take up residence
in secondary lymphoid tissues or can exit the lymph node and
travel to and among tissues that first encountered the patho-
gen. Memory T cells that reside in secondary lymphoid organs
are referred to as central memory cells and are distinct in phe-
notype and functional potential from effector memory T cells
that circulate among tissues. Memory cell phenotype, locale,
and activation requirements are an active area of investigation
and will be discussed in in more detail in Chapters 11 and 12.

The Spleen Organizes the Immune Response
Against Blood-Borne Pathogens

The spleen, situated high in the left side of the abdominal cav-
ity, is a large, ovoid secondary lymphoid organ that plays a
major role in mounting immune responses to antigens in the
bloodstream (Figure 2-10). Whereas lymph nodes are special-
ized for encounters between lymphocytes and antigen drained
from local tissues, the spleen specializes in filtering blood and
trapping blood-borne antigens; thus, it is particularly impor-
tant in the response to systemic infections. Unlike the lymph
nodes, the spleen is not supplied by lymphatic vessels. Instead,
blood-borne antigens and lymphocytes are carried into the
spleen through the splenic artery and out via the splenic vein.
Experiments with radioactively labeled lymphocytes show
that more recirculating lymphocytes pass daily through the
spleen than through all the lymph nodes combined.

The spleen is surrounded by a capsule from which a num-
ber of projections (trabeculae) extend, providing structural
support. Two main microenvironmental compartments can
be distinguished in splenic tissue: the red pulp and white
pulp, which are separated by a specialized region called the
marginal zone (see Figure 2-10d). The splenic red pulp con-
sists of a network of sinusoids populated by red blood cells,
macrophages, and some lymphocytes. It is the site where old
and defective red blood cells are destroyed and removed;
many of the macrophages within the red pulp contain
engulfed red blood cells or iron-containing pigments from
degraded hemoglobin. It is also the site where pathogens first
gain access to the lymphoid-rich regions of the spleen, known
as the white pulp. The splenic white pulp surrounds the
branches of the splenic artery, and consists of the periarterio-
lar lymphoid sheath (PALS) populated by T lymphocytes as
well as B-cell follicles. As in lymph nodes, germinal centers are
generated within these follicles during an immune response.
The marginal zone, which borders the white pulp, is populated
by unique and specialized macrophages and B cells, which are
the first line of defense against certain blood-borne pathogens.

Blood-borne antigens and lymphocytes enter the spleen
through the splenic artery, and interact first with cells at the
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marginal zone. In the marginal zone, antigen is trapped and
processed by dendritic cells, which travel to the PALS. Special-
ized, resident marginal zone B cells also bind antigen via com-
plement receptors and convey it to the follicles. Migrating B
and T lymphocytes in the blood enter sinuses in the marginal
zone and migrate to the follicles and the PALS, respectively.

The events that initiate the adaptive immune response in
the spleen are analogous to those that occur in the lymph
node. Briefly, circulating naive B cells encounter antigen in
the follicles, and circulating naive CD8" and CD4" T cells
meet antigen as MHC-peptide complexes on the surface of
dendritic cells in the T-cell zone (PALS). Once activated,
CD4" Ty cells then provide help to B cells and CD8" T cells
that have also encountered antigen. Some activated B cells,
together with some Ty cells, migrate back into follicles and
generate germinal centers.

It is unclear whether a reticular network operates as
prominently within the spleen as it does in the lymph node.
However, given that T cells, dendritic cells, and B cells find a
way to interact efficiently within the spleen to initiate an
immune response, it would not be surprising if a similar
conduit system were present.

Although animals can lead a relatively healthy life without
a spleen, its loss does have consequences. In children, in par-
ticular, splenectomy (the surgical removal of a spleen) can
lead to overwhelming post-splenectomy infection (OPSI)
syndrome characterized by systemic bacterial infections
(sepsis) caused by primarily Streptococcus pneumoniae, Neis-
seria meningitidis, and Haemophilus influenzae. Although
fewer adverse effects are experienced by adults, splenectomy
can still lead to an increased vulnerability to blood-borne
bacterial infections, underscoring the role the spleen plays in
our immune response to pathogens that enter the circulation.
It is also important to recognize that the spleen has other
functions (e.g., in iron metabolism, thrombocyte storage,
hematopoiesis) that will also be compromised if it is removed.

MALT Organizes the Response to Antigen
That Enters Mucosal Tissues

Lymph nodes and the spleen are not the only organs that
develop secondary lymphoid microenvironments. T- and
B-cell zones and lymphoid follicles are also found in mucosal
membranes that line the digestive, respiratory, and urogeni-
tal systems, as well as in the skin.

Mucosal membranes have a combined surface area of about
400 m” (nearly the size of a basketball court) and are the major
sites of entry for most pathogens. These vulnerable membrane
surfaces are defended by a group of organized lymphoid tissues
known collectively as mucosa-associated lymphoid tissue
(MALT). Lymphoid tissue associated with different mucosal
areas is sometimes given more specific names; for instance, the
respiratory epithelium is referred to as bronchus-associated
lymphoid tissue (BALT) or nasal-associated lymphoid tissue
(NALT), and that associated with the intestinal epithelium is
referred to as gut-associated lymphoid tissue (GALT).
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FIGURE 2-10 Structure of the spleen. (a) The spleen, which
is about 5 inches long in human adults, is the largest secondary
lymphoid organ. It is specialized for trapping blood-borne antigens.
Panels (b) and (c) are stained tissue sections of the human spleen,
showing the red pulp, white pulp, and follicles. These microenviron-
ments are diagrammed schematically in (d). The splenic artery
pierces the capsule and divides into progressively smaller arterioles,
ending in vascular sinusoids that drain back into the splenic vein.

The structure of GALT is well described and ranges from
loose, barely organized clusters of lymphoid cells in the lamina
propria of intestinal villi to well-organized structures such as
the tonsils and adenoids (Waldeyer’s tonsil ring), the appendix,
and Peyer’s patches, which are found within the intestinal lining
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The erythrocyte-filled red pulp surrounds the sinusoids. The white
pulp forms a sleeve—the periarteriolar lymphoid sheath (PALS)—
around the arterioles; this sheath contains numerous T cells. Closely
associated with the PALS are the B-cell-rich lymphoid follicles that
can develop into secondary follicles containing germinal centers.
The marginal zone, a site of specialized macrophages and B cells,
surrounds the PALS and separates it from the red pulp. [2-10b: Dr. Keith
Wheeler/Photo Researchers; 2-10c: Biophoto Associates/Photo Researchers.]

and contain well-defined follicles and T-cell zones. As shown in
Figure 2-11, lymphoid cells are found in various regions within
the lining of the intestine. The outer mucosal epithelial layer
contains intraepithelial lymphocytes (IELs), many of which
are T cells. The lamina propria, which lies under the epithelial
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FIGURE 2-11 Mucosa-associated lymphoid tissue (MALT). (a) The Peyer's patch is a representative of the extensive MALT system that is
found in the intestine. (b) A stained tissue cross-section of Peyer’s patch lymphoid nodules in the intestinal submucosa is schematically diagrammed
in (c). The intestinal lamina propria contains loose clusters of lymphoid cells and diffuse follicles. [2-11b: Dr. Gladden Willis/Visuals Unlimited ]

layer, contains large numbers of B cells, plasma cells, activated
T cells, and macrophages in loose clusters. Microscopy has
revealed more than 15,000 lymphoid follicles within the intes-
tinal lamina propria of a healthy child. Peyer’s patches, nodules
of 30 to 40 lymphoid follicles, extend into the muscle layers that
are just below the lamina propria. Like lymphoid follicles in
other sites, those that compose Peyer’s patches can develop into
secondary follicles with germinal centers. The overall func-
tional importance of MALT in the body’s defense is under-
scored by its large population of antibody-producing plasma
cells, whose number exceeds that of plasma cells in the spleen,
lymph nodes, and bone marrow combined.

Some cellular structures and activities are unique to MALT.
For instance, the epithelial cells of mucous membranes play an
important role in delivering small samples of foreign antigen
from the respiratory, digestive, and urogenital tracts to the

underlying mucosa-associated lymphoid tissue. In the diges-
tive tract, specialized M cells transport antigen across the epi-
thelium (Figure 2-12). The structure of M cells is striking: they
are flattened epithelial cells lacking the microvilli that charac-
terize the rest of the mucosal epithelium. They have a deep
invagination, or pocket, in the basolateral plasma membrane,
which is filled with a cluster of B cells, T cells, and macro-
phages. Antigens in the intestinal lumen are endocytosed into
vesicles that are transported from the luminal membrane to
the underlying pocket membrane. The vesicles then fuse with
the pocket membrane, delivering antigens to clusters of lym-
phocytes and antigen-presenting cells, the most important of
which are dendritic cells, contained within the pocket. Antigen
transported across the mucous membrane by M cells ulti-
mately leads to the activation of B cells that differentiate and
then secrete IgA. This class of antibody is concentrated in
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FIGURE 2-12 Structure of M cells and production of IgA
at inductive sites. (a) M cells, situated in mucous membranes,
endocytose antigen from the lumen of the digestive, respiratory,
and urogenital tracts. The antigen is transported across the cell
and released into the large basolateral pocket. (b) Antigen trans-
ported across the epithelial layer by M cells at an inductive site
activates B cells in the underlying lymphoid follicles. The acti-
vated B cells differentiate into IgA-producing plasma cells, which
migrate along the lamina propria, the layer under the mucosa.

secretions (e.g., milk) and is an important tool used by the
body to combat many types of infection at mucosal sites.

The Skin Is an Innate Immune Barrier
and Also Includes Lymphoid Tissue

The skin is the largest organ in the body and a critical anatomic
barrier against pathogens. It also plays an important role in
nonspecific (innate) defenses (Figure 2-13). The epidermal
(outer) layer of the skin is composed largely of specialized epi-
thelial cells called keratinocytes. These cells secrete a number
of cytokines that may function to induce a local inflammatory
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The outer mucosal epithelial layer contains intraepithelial lym-
phocytes, of which many are T cells. (c) A stained section of
mucosal lymphoid tissue (the Peyer’s patch of the intestine)
shows small, darkly stained intraepithelial lymphocytes encased
by M cells, whose nuclei are labeled. Lymphocytes are also pres-
ent in the lamina propria. [2-12¢: Kucharzik, T, Lugering, N., Schmid,
KW. Schmidt, M.A,, Stoll, R. Domschke, W. Human intestinal M cells
exhibit enterocyte-like intermediate filaments. Gut 1998, 42: 54-52. doi:
10.1136/gut42.1.54]

reaction. Scattered among the epithelial-cell matrix of the epi-
dermis are Langerhans cells, skin-resident dendritic cells that
internalize antigen by phagocytosis or endocytosis. These
Langerhans cells undergo maturation and migrate from the
epidermis to regional lymph nodes, where they function as
potent activators of naive T cells. In addition to Langerhans
cells, the epidermis also contains intraepidermal lympho-
cytes, which are predominantly T cells; some immunologists
believe that they play a role in combating infections that enter
through the skin, a function for which they are well positioned.
The underlying dermal layer of the skin also contains scattered
lymphocytes, dendritic cells, monocytes, macrophages, and
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FIGURE 2-13 The distribution of immune cells in the skin.
Langerhans cells reside in the outer layer, the epidermis. They travel
to lymph nodes via the lymphatic vessels in the dermis, a layer of
connective tissue below the epidermis. Dendritic cells also reside in
the dermis and also can travel via the lymphatic vessels to lymph
nodes when activated. White blood cells, including monocytes and
lymphocytes travel to both layers of the skin via blood vessels,
extravasating in the dermis, as shown.
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may even include hematopoietic stem cells. Most skin lympho-
cytes appear to be either previously activated cells or memory
cells, many of which traffic to and from local, draining lymph
nodes that coordinate the responses to pathogens that have
breached the skin barrier.

Tertiary Lymphoid Tissues Also Organize
and Maintain an Immune Response

Tissues that are the sites of infection are referred to as ter-
tiary lymphoid tissue. Lymphocytes activated by antigen in
secondary lymphoid tissue can return to these organs (e.g.,
lung, liver, brain) as effector cells and can also reside there as
memory cells. It also appears as if tertiary lymphoid tissues
can generate defined microenvironments that organize the
returning lymphoid cells. Investigators have recently found
that the brain, for instance, establishes reticular systems that
guide lymphocytes responding to chronic infection with the
protozoan that causes toxoplasmosis. These observations
together highlight the remarkable adaptability of the immune
system, as well as the intimate relationship between ana-
tomical structure and immune function. The conservation of
structure/function relationships is also illustrated by the
evolutionary relationships among immune systems and
organs (see the Evolution Box 2-4 below on pages 57-59).

BOX 2-4

1Variations on Anatomical Themes

-

In Chapter 5, we will see that innate
systems of immunity are found in verte-
brates, invertebrates, and even in plants.
Adaptive immunity, which depends on
lymphocytes and is mediated by antibodies
and T cells, only evolved in the subphylum
Vertebrata. However, as shown in Figure 1,
the kinds of lymphoid tissues seen in differ-
ent orders of vertebrates differ dramatically.

All' multicellular living creatures, plant
and animal, have cellular and molecular
systems of defense against pathogens.
Vertebrates share an elaborate anatomical
immune system that is compartmental-
ized in several predictable ways. For exam-
ple, sites where immune cells develop
(primary lymphoid organs) are separated
from where they generate an immune
response (secondary lymphoid tissue).
Likewise, sites that support the develop-
ment of B cells and myeloid cells, are sepa-
rated from sites that generate mature T

cells. The spectrum of vertebrates ranges
from the jawless fishes (Agnatha, the earli-
est lineages, which are represented by the
lamprey eel and hagfish), to cartilaginous
fish (sharks, rays), which represent the
earliest lineages of jawed vertebrates
(Gnathosomata), to bony fish, reptiles,
amphibians, birds, and mammals, the
most recently evolved vertebrates. If you
view these groups as part of an evolution-
ary progression, you see that, in general,
immune tissues and organs evolved by
earlier orders have been retained as newer
organs of immunity, such as lymph nodes,
have appeared. For example, all verte-
brates have gut-associated lymphoid tis-
sue (GALT), but only jawed vertebrates
have a well-developed thymus and spleen.

The adaptive immune system of jawed
vertebrates emerged about 500 million
years ago. T cells were the first cell popula-
tion to express a diverse repertoire of anti-

gen receptors, and their appearance is
directly and inextricably linked to the
appearance of the thymus. This depen-
dence is reflected in organisms today: all
jawed vertebrates have a thymus, and the
thymus is absolutely required for the devel-
opment of T cells. Until recently, it was
thought that jawless vertebrates (e.g., the
lamprey eel) did not have any thymic tissue.
However, recent studies indicate that even
the lamprey supports the development of
two distinct lymphocyte populations remi-
niscent of T and B cells, and may also harbor
distinct thymic-like tissue in their gill regions
(Figure 2). In contrast, their B-lymphocyte-
like cells may develop in distinct regions
associated with the kidneys and intestine
(typhlosole). These findings suggest that
jawed and jawless vertebrates share a com-
mon ancestor in which lymphocyte lin-
eages and primary lymphoid organs were
already compartmentalized.

(continued)
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Evolutionary distribution of lymphoid tissues. The presence and location of lymphoid tissues in several major orders of vertebrates are shown.
Although they are not shown in the diagram, cartilaginous fish such as sharks and rays have GALT, a thymus, and a spleen. Reptiles also have GALT, a thymus,
and a spleen and may also have lymph nodes that participate in immunological reactions. The sites and nature of primary lymphoid tissues in reptiles are
under investigation. Although jawless animals were thought not to have a thymus, recent data suggest that they might have thymic tissue and two types of
lymphocytes analogous to B cells and T cells. [Adapted from Dupasquier and M. Flajnik, 2004, in Fundamental Immunology, 5th ed, W. E. Paul, ed, Lippincott-Raven, Philadelphia.]

Whereas T-cell development is inex-
tricably linked to the presence of a thy-
mus, B-cell development does not
appear to be bound to one particular
organ. Although the bone marrow is the
site of B-cell development in many mam-
mals, including mouse and human, it is
not the site of B-cell development in all

species. For instance, the anatomical
sites of B-cell development shift over the
course of development in sharks (from
liver to kidney to spleen), in amphibians
and reptiles (from liver and spleen to
bone marrow). In contrast, B-cell devel-
opment in bony fish takes place primarily
within the kidney.

In birds, B cells complete their devel-
opment in a lymphoid organ associated
with the gut, the bursa of Fabricius (Fig-
ure 3). The gut is also a site of B-cell devel-
opment in some mammals. In cattle and
sheep, early in gestation, B cells mature in
the fetal spleen. Later in gestation, how-
ever, this function is assumed by the
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FIGURE 2

Thymic tissue in the lamprey eel. (a) Jawless vertebrates, including the lamprey eel (shown here in larval form), were thought not to have a
thymus. Recent work suggests, however, that they generate two types of lymphocytes analogous to B and T cells and have thymic tissue at the tip of their
gills (b). The thymic tissue shown in (c) is stained blue for a gene (CDAT1) specific for lymphocytes found in lampreys. The thymus of jawed vertebrates arises
from an area analogous to the gill region. [Left: Courtesy of Brian Morland, The Bellflask Ecological Survey Team; middle: Dr. Keith Wheeler/Science Photo Library/

Photo Researchers; right: Courtesy Thomas Boehm.]

patch of tissue embedded in the wall of
the intestine called the ileal Peyer's patch,
which contains a large number of B cells
as well as T cells. The rabbit, too, uses gut-
associated tissues, especially the appen-
dix, as primary lymphoid tissue for
important steps in the proliferation and
diversification of B cells. Recent work sug-
gests that even in animals that depend
largely on the bone marrow to complete
B cell maturation, lymphoid tissue in the
gut can act as a primary lymphoid organ
for generating mature B lymphocytes.
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Secondary lymphoid organs are more
variable in their numbers and location
than primary lymphoid organs (e.g.,
rodents do not have tonsils, but do have
well-developed lymphoid tissue at the
base of the nose). The structural and
functional features of these organs are,
however, shared by most vertebrates
with at least one interesting exception:
pig lymph nodes exhibit a striking pecu-
liarity—they are “inverted” anatomically,
so that the medulla of the organ, where
lymphocytes exit the organ, is on the

outside, and the cortex, where lympho-
cytes meet their antigen and proliferate,
is on the inside. Lymphocyte egress is
also inverted: they exit via blood vessels,
rather than via efferent lymphatics. The
adaptive advantages (if any) of these odd
structural variations are unknown, but
the example reminds us of the remark-
able plasticity of structure/function rela-
tionships within biological structures and
the creative opportunism of evolutionary
processes.

The avian bursa. (a) Like all vertebrates, birds have a thymus, spleen, and lymph nodes, and hematopoiesis occurs in their bone marrow. However, their
B cells do not develop in the bone marrow. Rather they develop in an outpouching of the intestine, the bursa, which is located close to the cloaca (the
common end of the intestinal and genital tracts in birds). A stained tissue section of the bursa and cloaca is shown in (b). [(b) Courtesy Dr. Thomas Cacecil
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The immune response results from the coordinated activi-
ties of many types of cells, organs, and microenvironments
found throughout the body.

Many of the body’s cells, tissues, and organs arise from
different stem cell populations. All red and white blood
cells develop from a pluripotent hematopoietic stem cell
during a highly regulated process called hematopoiesis.

In the adult vertebrate, hematopoiesis occurs in the bone
marrow, a stem cell niche that supports both the self-
renewal of stem cells and their differentiation into multi-
ple blood cell types.

Hematopoietic stem cells give rise to two main blood cell
progenitors: common myeloid progenitors and common
lymphoid progenitors.

Four main types of cells develop from common myeloid
progenitors: red blood cells (erythrocytes), monocytes
(which give rise to macrophages and myeloid dendritic
cells), granulocytes (which include the abundant neutro-
phils and less abundant basophils, eosinophils, and mast
cells), and megakaryocytes.

Macrophages and neutrophils are specialized for the phago-
cytosis and degradation of antigens. Macrophages also have
the capacity to present antigen with MHC to T cells.

Immature forms of dendritic cells have the capacity to
capture antigen in one location, undergo maturation, and
migrate to another location, where they present antigen to
T cells. Dendritic cells are the most potent antigen-presenting
cell for activating naive T cells.

There are three types of lymphoid cells: B cells, T cells, and
natural killer (NK) cells. B and T cells are members of
clonal populations distinguished by antigen receptors of
unique specificity. B cells synthesize and display mem-
brane antibody, and T cells synthesize and display T-cell
receptors (TCRs). NK cells do not synthesize antigen-
specific receptors; however a small population of TCR-
expressing T cells have features of NK cells and are called
NKT cells.

T cells can be further subdivided into helper T cells, which
typically express CD4 and see peptide bound to MHC
class I, and cytotoxic T cells, which typically express CD8
and see peptide bound to MHC class 1.

Primary lymphoid organs are the sites where lymphocytes
develop and mature. T cell precursors come from the bone

marrow but develop fully in the thymus; in humans and
mice, B cells arise and develop in bone marrow. In birds,
B cells develop in the bursa.

Secondary lymphoid organs provide sites where lympho-
cytes encounter antigen, become activated, and undergo
clonal expansion and differentiation into effector cells.
They include the lymph node, spleen, and more loosely
organized sites distributed throughout the mucosal system
(the mucosa-associated lymphoid tissue, or MALT) and
are typically compartmentalized into T-cell areas and
B-cell areas (follicles).

Lymph nodes and the spleen are the most highly orga-
nized secondary lymphoid organs. T-cell and B-cell activ-
ity are separated into distinct microenvironments in both.
T cells are found in the paracortex of the lymph nodes and
the periarteriolar sheath of the spleen. B cells are orga-
nized into follicles in both organs.

The spleen is the first line of defense against blood-borne
pathogens. It also contains red blood cells and compart-
mentalizes them in the red pulp from lymphocytes in the
white pulp. A specialized region of macrophages and B cells,
the marginal zone, borders the white pulp.

In secondary lymphoid tissue, T lymphocytes can develop
into killer and helper effector cells. CD4" T cells can help
B cells to differentiate into plasma cells, which secrete
antibody or can also develop into effector cells that further
activate macrophages and CD8" cytotoxic T cells. Both B
and T cells also develop into long-lived memory cells.

B cells undergo further maturation in germinal cells, a
specialized substructure found in follicles after infection;
here they can increase their affinity for antigen and
undergo class switching.

Lymphoid follicles and other organized lymphoid micro-
environments are found associated with the mucosa, the
skin, and even tertiary tissues at the site of infection.

Mucosa-associated lymphoid tissue (MALT) is an impor-
tant defense against infection at epithelial layers and
includes a well-developed network of follicles and lym-
phoid microenvironments associated with the intestine
(gut-associated lymphoid tissue, GALT).

Unique cells found in the lining of the gut, M cells, are
specialized to deliver antigen from the intestinal spaces to
the lymphoid cells within the gut wall.
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Useful Web Sites

http://bio-alive.com/animations/anatomy.htm A
collection of publicly available animations relevant to biol-
ogy. Scroll through the list to find videos on blood and
immune cells, immune responses, and links to interactive
sites that reinforce your understanding of immune anatomy.

http://stemcells.nih.gov Links to information on stem
cells, including basic and clinical information, and registries
of available embryonic stem cells.

www.niaid.nih.gov/topics/immuneSystem/Pages/
structurelmages.aspx A very accessible site about
immune system function and structure.

www.immunity.com/cgi/content/full/21/3/341/
DC1 A pair of simulations that trace the activities of T cells,
B cells, and dendritic cells in a lymph node. These movies are
discussed in more detail in Chapter 14.

www.hhmi.org/research/investigators/cyster.
html Investigator Jason Cyster’s public website that includes
many videos of B-cell activity in immune tissue.

www.hematologyatlas.com/principalpage.htm An
interactive atlas of both normal and pathological human
blood cells.

4%7- STUDY QUESTIONS

RESEARCH FOCUS QUESTION Notch is a surface protein that
regulates cell fate. When bound by its ligand, it releases and
activates its intracellular region, which regulates new gene
transcription. Investigators found that the phenotype of de-

veloping cells in the bone marrow differed dramatically when
they overexpressed the active, intracellular portion of Notch.
In particular, the frequency of BCR" cells plummeted, and
the frequency of TCR" cells increased markedly. Interestingly,


http://bio-alive.com/animations/anatomy.htm
http://stemcells.nih.gov
http://www.niaid.nih.gov/topics/immuneSystem/Pages/
http://www.immunity.com/cgi/content/full/21/3/341/
http://www.hhmi.org/research/investigators/cyster
http://www.hematologyatlas.com/principalpage.htm
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other investigators found that when you knocked out Notch,
the phenotype of cells in the thymus changed: the frequency
of BCR" cells increased and the frequency of TCR" cells de-
creased dramatically.

Propose a molecular model to explain these observations,
and an experimental approach to begin testing your model.

CLINICAL FOCUS QUESTION The T and B cells that differenti-
ate from hematopoietic stem cells recognize as self the bodies
in which they differentiate. Suppose a woman donates HSCs
to a genetically unrelated man whose hematopoietic system
was totally destroyed by a combination of radiation and che-
motherapy. Further, suppose that, although most of the donor
HSCs differentiate into hematopoietic cells, some differentiate
into cells of the pancreas, liver, and heart. Decide which of the
following outcomes is likely and justify your choice.

a. The T cells that arise from the donor HSCs do not
attack the pancreatic, heart, and liver cells that arose
from donor cells but mount a GVH response against all
of the other host cells.

b. The T cells that arise from the donor HSCs mount a
GVH response against all of the host cells.

c. The T cells that arise from the donor HSCs attack the
pancreatic, heart, and liver cells that arose from donor
cells but fail to mount a GVH response against all of the
other host cells.

d. The T cells that arise from the donor HSCs do not
attack the pancreatic, heart, and liver cells that arose
from donor cells and fail to mount a GVH response
against all of the other host cells.

1. Explain why each of the following statements is false.

a. There are no mature T cells in the bone marrow.

b. The pluripotent stem cell is one of the most abundant
cell types in the bone marrow.

c. There are no stem cells in blood.

d. Activation of macrophages increases their expression of
class I MHC molecules, allowing them to present anti-
gen to Ty cells more effectively.

e. Mature B cells are closely associated with osteoblasts in
the bone marrow.

f. Lymphoid follicles are present only in the spleen and
lymph nodes.

g. The FRC guides B cells to follicles.

h. Infection has no influence on the rate of hematopoiesis.

i. Follicular dendritic cells can process and present anti-
gen to T lymphocytes.

jo Dendritic cells arise only from the myeloid lineage.

k. All lymphoid cells have antigen-specific receptors on
their membrane.

I. All vertebrates generate B lymphocytes in bone marrow.

m. All vertebrates have a thymus.

n. Jawless vertebrates do not have lymphocytes.

2. For each of the following sets of cells, state the closest com-
mon progenitor cell that gives rise to both cell types.
a. Dendritic cells and macrophages
b. Monocytes and neutrophils

10.

11.

c. T¢ cells and basophils
d. Ty and B cells

List two primary and two secondary lymphoid organs and
summarize their functions in the immune response.

What two primary characteristics distinguish hematopoi-
etic stem cells from mature blood cells?

What are the two primary roles of the thymus?

At what age does the thymus reach its maximal size?
a. During the first year of life

b. Teenage years (puberty)

c. Between 40 and 50 years of age

d. After 70 years of age

Preparations enriched in hematopoietic stem cells are
useful for research and clinical practice. What is the role
of the SCID mouse in demonstrating the success of HSC
enrichment?

Explain the difference between a monocyte and a macrophage.

What effect would removal of the bursa of Fabricius (bur-
sectomy) have on chickens?

Indicate whether each of the following statements about

the lymph node and spleen is true or false. If you think a

statement is false, explain why.

a. The lymph node filters antigens out of the blood.

b. The paracortex is rich in T cells, and the periarteriolar
lymphoid sheath (PALS) is rich in B cells.

c. Only the lymph node contains germinal centers.

d. The FRCC enhances T cell/APC interactions

e. Afferent lymphatic vessels draining the tissue spaces
enter the spleen.

f. Lymph node but not spleen function is affected by a
knockout of the Ikaros gene.

For each description below (1-14), select the appropriate
cell type (a—p). Each cell type may be used once, more than
once, or not at all.

Descriptions
1. Major cell type presenting antigen to naive T cells
2. Phagocytic cell of the central nervous system

3. Granulocytic cells important in the body’s defense
against parasitic organisms

4. Give rise to red blood cells

5. Generally first cells to arrive at site of inflammation
6. Support maintenance of hematopoietic stem cells
7. Give rise to thymocytes

8. Circulating blood cells that differentiate into macro-
phages in the tissues

9. An antigen-presenting cell that arises from the same
precursor as a T cell but not the same as a macrophage

10. Cells that are important in sampling antigens of the
intestinal lumen



11.

12.

13.

14.
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Granulocytic cells that release various pharmacologically
active substances

White blood cells that play an important role in the devel-
opment of allergies

Cells that can use antibodies to recognize their targets

Cells that express antigen-specific receptors

Cell Types

a. Common myeloid progenitor cells
b. Monocytes

c. Eosinophils

o33 mFTTTQ ™0 Q

. Dendritic cells

Natural killer (NK) cells
Mast cells

. Neutrophils
. M cells

Osteoblasts
Lymphocytes

. NK1-T cell

Microglial cell

. Myeloid dendritic cell
. Hematopoietic stem cell
. Lymphoid dendritic cell
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Receptors and Signaling:
B and T-Cell Receptors

he coordination of physiological functions

throughout the body depends on the ability of

individual cells to sense changes in their

environment and to respond appropriately. One
of the major routes by which a cell interprets its
surroundings is through the binding of signaling
molecules to cell-associated receptor proteins. A
molecule that binds to a receptor is a ligand.
Noncovalent binding of a ligand to its receptor may
induce alterations in the receptor itself, in its
polymerization state, and/or in the environment of that
receptor. These changes act to transmit or transduce the
ligand-binding signal into the interior of the cell, leading
to alterations in cellular functions. In the nervous
system, we would call the signaling molecules
neurotransmitters; in the endocrine system, hormones.
In the immune system, the foreign molecules that signal
the presence of non-self entities are antigens, and the
small molecules that communicate among the various
populations of immune cells are cytokines. Specialized
cytokines that induce chemo-attraction or -repulsion are
termed chemokines.

In this chapter, we provide a general introduction to
receptor-ligand binding and to the broad concepts and
strategies that underlie signal transduction. We then focus
specifically on the antigens and receptors of the adaptive
immune system, introducing the B- and T-cell receptors
and the intracellular signaling events that occur upon
antigen binding.

Because the cells of the immune system are distributed
throughout the body—with some resident in fixed tissues
and others circulating through the various lymphoid
tissues, the blood, and the lymphatics—the ability of these
cells to communicate with and signal to one another via
soluble cytokine and chemokine molecular messengers is
essential to their function. In Chapter 4, we describe the
signaling events that result when cytokines and chemokines
bind to their cognate (matching) receptors. Chapter 5
includes a description of the pattern recognition receptors
(PRRs) of the innate immune system and of the signaling
events initiated by their antigen binding.
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All signaling events begin with a
complementary interaction between a ligand
and a receptor. This figure depicts the
molecular interaction between the variable
regions of an antibody molecule (light and
heavy chains are shown in blue and red,
respectively) and the tip of the influenza
hemagglutinin molecule, shown in yellow.
[lllustration based on x-ray crystallography data
collected by P. M. Colman and W. R. Tulip from GJVH
Nossal, 1993, Scientific American 269(3):22.]

Receptor-Ligand Interactions

Common Strategies Used in Many Signaling
Pathways

Frequently Encountered Signaling Pathways
The Structure of Antibodies
Signal Transduction in B Cells

T-Cell Receptors and Signaling

The essential concepts that underlie cell signaling in

the immune system can be summarized as follows:

A cellular signal is any event that instructs a cell to
change its metabolic or proliferative state.

Signals are usually generated by the binding of a ligand
to a complementary cell-bound receptor.

A cell can become more or less susceptible to the actions of
a ligand by increasing (up-regulating) or decreasing (down-
regulating) the expression of the receptor for that ligand.
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e The ligand may be a soluble molecule, or it may be a
peptide, carbohydrate, or lipid presented on the surface
of a cell.

o The ligand may travel long distances from its entry point
through the body in either the bloodstream or the lymphatics
before it reaches a cell bearing the relevant receptor.

e Ligand-receptor binding is noncovalent, although it may
be of quite high affinity.

e Ligand binding to the receptor induces a molecular
change in the receptor. This change may be in the form
of a conformational alteration in the receptor, receptor
dimerization or clustering, a change in the receptor’s
location in the membrane, or a covalent modification.

e Such receptor alterations set off cascades of intracellular
events that include the activation of enzymes, and changes
in the intracellular locations of important molecules.

e The end result of cellular signaling is often, but not
always, a change in the transcriptional program of the
target cell.

e Sometimes a cell must receive more than one signal
through more than one receptor in order to effect a
particular outcome.

e Integration of all the signals received by a cell occurs at
the molecular level inside the recipient cell.

Receptor-Ligand Interactions

I

The antigen receptors of the adaptive immune system are
transmembrane proteins localized at the plasma membrane.
Ligand binding to its cognate receptor normally occurs via
specific, noncovalent interactions between the ligand and the
extracellular portion of the membrane receptor. Although a
single lymphocyte expresses only one type of antigen receptor,
it also may express many different receptor molecules for sig-
nals such as cytokines and chemokines, and therefore a healthy
cell must integrate the signals from all the receptors that are
occupied at any one time.

Receptor-Ligand Binding Occurs via
Multiple Noncovalent Bonds

The surface of a receptor molecule binds to its complemen-
tary ligand surface by the same types of noncovalent chemi-
cal linkages that enzymes use to bind to their substrates.
These include hydrogen and ionic bonds, and hydrophobic
and van der Waals interactions. The key to a meaningful
receptor-ligand interaction is that the sum total of these
bonding interactions hold the two interacting surfaces
together with sufficient binding energy, and for sufficient
time, to allow a signal to pass from the ligand to the cell
bearing the receptor. Because these noncovalent interactions

are individually weak, many such interactions are required
to form a biologically significant receptor-ligand connection.
Furthermore, since each of these noncovalent interactions
operates only over a very short distance—generally about
1 Angstrom, (1 A = 107" meters)—a high-affinity receptor-
ligand interaction depends on a very close “fit,” or degree of
complementarity, between the receptor and the ligand
(Figure 3-1).

How Do We Quantitate the Strength of
Receptor-ligand Interactions?

Consider a receptor, R, binding to a ligand, L. We can
describe their binding reaction according to the following
equation,
Kk,
R + L == RL (Eq. 3-1)
ko
in which RL represents the bound receptor-ligand complex,
k, is the forward or association rate constant, and k_, is the
reverse or dissociation rate constant.
The ratio of k;/k_, is equal to Ka, the association con-
stant of the reaction, and is a measure of the affinity of the

Ligand Receptor
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FIGURE 3-1 Receptor-ligand binding obeys the rules of
chemistry. Receptors bind to ligands using the full-range of nonco-
valent bonding interactions, including ionic and hydrogen bonds
and van der Waals and hydrophobic interactions. For signaling to
occur, the bonds must be of sufficient strength to hold the ligand
and receptor in close proximity long enough for downstream events
to be initiated. In B- and T-cell signaling, activating interactions also
require receptor clustering. In an agueous environment, noncovalent
interactions are weak and depend on close complementarity of the
shapes of receptor and ligand.
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receptor-ligand pair. The association constant is defined as
the relationship between the concentration of reaction prod-
uct, [RL], and the product of the concentrations of reactants,
[R] multiplied by [L]. The units of affinity are therefore M.
The higher the Ka, the higher the affinity of the interaction.

~ [RL]
[R][L]
The reciprocal of the association constant, the dissociation

constant, Kd, is often used to describe the interactions
between receptors and ligands. It is defined as:
[R][L]

TR

(Eq. 3-2)

(Eq. 3-3)

The units of the dissociation constant are in molarity (M).
Inspection of this equation reveals that when half of the
receptor sites are filled with ligand—that is, [R]=[RL]—the
Kd is equal to the concentration of free ligand [L]. The lower
the Kd, the higher the affinity of the interaction.

For purposes of comparison, it is useful to consider that
the Kd values of many enzyme-substrate interactions lie in
the range of 107> M to 10> M. The Kd values of antigen-
antibody interactions at the beginning of an immune
response are normally on the order of 10™* to 10> M. How-
ever, since the antibodies generated upon antigen stimula-
tion are mutated and selected over the course of an immune
response, antigen-antibody interactions late in an immune
response may achieve a Kd as low as 10> M. Under these
conditions, if an antigen is present in solution at a concentra-
tion as low as 10~ "> M, half of the available antibody-binding
sites will be filled. This is an extraordinarily strong interac-
tion between receptor and ligand.

Interactions Between Receptors and Ligands
Can Be Multivalent

Many biological receptors, including B-cell receptors, are mul-
tivalent—that is, they have more than one ligand binding site
per molecule. When both receptors and ligands are multiva-
lent—as occurs, for example, when a bivalent immunoglobulin
receptor on the surface of a B cell binds to two, identical,
repeated antigens on a bacterial surface—the overall binding
interaction between the bacterial cell and the B-cell receptor is
markedly enhanced compared with a similar, but univalent,
interaction. In this way, multiple concurrent receptor-ligand
interactions increase the strength of binding between two cell
surfaces. Note, however, that binding via two identical receptor
sites to two identical ligands on the same cell may be a little less
than twice as firm as binding through a single receptor site.
This is because the binding of both receptor sites to two ligands
on a single antigen may somewhat strain the geometry of the
binding at one or both of the sites and therefore slightly inter-
fere with the “fit” of the individual interactions.

Much of the benefit of multivalency results from the
fact that noncovalent-binding interactions are inherently
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reversible; the ligand spends some of its time binding to
the receptor, and some of its time in an unbound, or “oft”
state (Figure 3-2a). When more than one binding site is
involved, it is less likely that all of the receptor sites will
simultaneously be in the “oft” state, and therefore that the
receptor will release the ligand (Figures 3-2b and 3-2c).

The term avidity is used to describe the overall strength of
the collective binding interactions that occur during multiva-
lent binding. In the early phases of the adaptive immune
response to multivalent antigens, B cells secrete IgM antibody,
which has 10 available antigen binding sites per molecule. IgM
is therefore capable of binding to antigens at a biologically
significant level, even if the affinity of each individual binding
site for its antigen is low, because of the avidity of the entire
antigen-antibody interaction. Likewise, when a cell-bound
receptor binds to a cell-bound ligand, their interaction may be
functionally multivalent, even if the individual receptor mol-
ecules are monovalent, because multiple receptor molecules
can cluster in the cell membrane and participate in the recep-
tor-ligand interaction. In addition, other co-receptor interac-
tions can also contribute to the overall avidity of the
engagement between a cell and its antigen (see below).

The affinity of receptor-ligand interactions can be mea-
sured by techniques such as equilibrium dialysis or surface
plasmon resonance (SPR). Both of these methods are
described in Chapter 20.

@

“On”

“Off”

FIGURE 3-2 Monovalent and bivalent binding. (a) Monova-
lent binding. The receptor exists in equilibrium with its ligand, repre-
sented here as a circle. Part of the time it is bound (binding is in the
‘on” state), and part of the time it is unbound (binding is in the “off”
state). The ratio of the time spent in the “on” versus the “off” state
determines the affinity of the receptor-ligand interaction and is
related to the strength of the sum of the noncovalent binding inter-
actions between the receptor and the ligand.
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(b)

’_/_\/—\_/_\/

FIGURE 3-2 (continued) (b) Bivalent binding. Here, we visualize
a bivalent receptor, binding to two sites on a single multivalent ligand.
This could represent, for example, a bivalent antibody molecule bind-
ing to a bacterium with repeated antigens on its surface. In this render-
ing, both sites are occupied. (c) In this rendering, the bivalent receptor

Receptor and Ligand Expression Can Vary
During the Course of an Immune Response

One of the most striking features of the molecular logic of
immune responses is that receptors for some growth factors
and cytokines are expressed only on an as-needed basis.
Most lymphocytes, for example, express a hetero-dimeric
(two-chain), low-aflinity form of the receptor for the cyto-
kine interleukin 2 (IL-2), which initiates a signal that pro-
motes lymphocyte proliferation. (This cytokine and its
receptor are covered in more detail in Chapter 4.) This low-
affinity form of the receptor is unable to bind to IL-2 at
physiological cytokine concentrations. However, when a
lymphocyte is activated by antigen binding, the signal from
the antigen-binding receptor causes an increase in the cell
surface expression of a third chain of the IL-2 receptor (see
Figure 3-3). Addition of this third chain converts the low-
affinity form of the IL-2 receptor to a high-affinity form,
capable of responding to the cytokine levels found in the
lymphoid organs. The functional corollary of this is that only
those lymphocytes that have already bound to antigen and
have been stimulated by that binding have cytokine recep-
tors of sufficiently high affinity to respond to the physiologi-
cal cytokine concentrations. By waiting until it has interacted
with its specific antigen before expressing the high-affinity
cytokine receptor, the lymphocyte both conserves energy
and prevents the accidental initiation of an immune response
to an irrelevant antigen.

Local Concentrations of Cytokines and Other
Ligands May Be Extremely High
When considering the interactions between receptors and

their ligands, it is important to consider the anatomical envi-
ronment in which these interactions are occurring. Lympho-

M

has momentarily let go from one of its sites, but still holds onto the
ligand with the other. Large proteins such as antibodies continuously
vibrate and "breathe,"resulting in such on-off kinetics. Bivalent or multi-
valent binding helps to ensure that, when one site momentarily
releases the ligand, the interaction is not entirely lost, as it is in part (a).

cytes and antigen-presenting cells engaged in an immune
response spend significant amounts of time held together by
multiple receptor-ligand interactions. Cytokine signals
released by a T cell, for example, are received by a bound
antigen-presenting cell at the interface between the cells,
before the cytokine has time to diffuse into the tissue fluids.
The secretion of cytokines into exactly the location where
they are needed is facilitated by the ability of antigen recep-
tor signaling to induce redistribution of the microtubule
organizing center (MTOC) within the activated T cell. The
MTOC reorientation, in turn, causes the redistribution of
the secretory organelles (the Golgi body and secretory vesi-
cles) within the T-cell cytoplasm, so that cytokines made by
the T cell are secreted in the direction of the T-cell receptor,
which, in turn, is binding to the antigen-presenting cell. The
technical term for this phenomenon is the vectorial (direc-
tional) redistribution of the secretory apparatus. Thus,
cytokines are secreted directly into the space between the
activated T cell and antigen-presenting cell.

Vectorial redistribution of the secretory apparatus in anti-
gen-presenting dendritic cells also occurs upon interaction
with antigen-specific T cells. This ensures that cytokines,
such as IL-12, which are secreted by dendritic cells, are effi-
ciently delivered to antigen-recognizing T cells. Figure 3-4
shows the directional secretion of the cytokine IL-12 by an
antigen-presenting dendritic cell engaged in the activation
ofa T cell.

The effector cells of the immune system, such as B cells,
are also capable of presenting antigens on their cell surface
for recognition by helper T cells. A B cell that has specifically
recognized an antigen through its own receptor will process
the antigen and express a particularly high concentration of
those antigenic peptides bound to Major Histocompatibility
Complex (MHC) molecules on its surface. A helper T cell,
binding to an antigen presented on the surface of a B cell,
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FIGURE 3-3 The expression of some cytokine receptors is
upregulated following cell stimulation. White blood cells
stained with DAPI, a stain that detects DNA (blue), were either
untreated (left) or stimulated using the human T-cell mitogen

will therefore deliver a high concentration of cytokines
directly to an antigen-specific, activated B cell. The local
concentration of cytokines at the cellular interfaces can
therefore be extremely high, much higher than in the tissue
fluids generally.

Common Strategies Used in Many
Signaling Pathways

L

A signal transduction pathway is the molecular route by
which a ligand-receptor interaction is translated into a
biochemical change within the affected cell. Communica-
tion of the ligand’s message to the cell is initiated by the
complementarity in structure between the ligand and its
receptor, which results in a binding interaction of suffi-

phytohemagglutinin (right). Upon stimulation, the IL-2 receptor
alpha (IL-2Ra) chain (yellow) is upregulated, increasing affinity of
the IL-2 receptor for IL-2. A similar IL-2Ra upregulation is seen upon
antigen stimulation. [Courtesy R&D Systems, Inc., Minneapolis, MN, USA]

cient strength and duration to bring about a biochemical
change in the receptor and/or its associated molecules.
This biochemical change can, in turn, cause a diverse array
of biochemical consequences in the cell (Overview Fig-
ure 3-5). The terms upstream and downstream are fre-
quently used to describe elements of signaling pathways.
The upstream components of a signaling pathway are
those closest to the receptor; the downstream components
are those closest to the effector molecules that determine
the outcome of the pathway—for example, the transcrip-
tion factors or enzymes whose activities are modified
upon receipt of the signal.

As disparate and complex as some of these signaling
pathways may be, many share common features. In this sec-
tion, in order to provide a framework for analyzing the indi-
vidual pathways employed by cells of the immune system, we

FIGURE 3-4 Polarized secretion of IL-12 (pink) by dendritic
cells (blue) in the direction of a bound T cell (green). The
higher magnification micrograph shows the secretion of packets of
IL.-12 through the dendritic cell membrane. [J. Pulecio et al, 2010, Journal
of Experimental Medicine 207:2,719.]
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Ligand binding to receptors on a cell induces a variety of down-
stream effects, many of which culminate in transcription factor
activation. Here we illustrate a few of the pathways that are
addressed in this chapter. Binding of receptor to ligand induces
clustering of receptors and signaling molecules into regions of
the membrane referred to as lipid rafts (red). Receptor binding of
ligand may be accompanied by binding of associated co-
receptors to their own ligands, and causes the activation of
receptor-associated tyrosine kinases, which phosphorylate recep-
tor-associated proteins. Binding of downstream adapter mole-
cules to the phosphate groups on adapter proteins creates a
scaffold at the membrane that then enables activation of a variety
of enzymes including phospholipase Cy (PLCy), PI3 kinase, and
additional tyrosine kinases. PLCry cleaves phosphatidyl inositol
bisphosphate (PIP,) to yield inositol trisphosphate (IP3), which
interacts with receptors on endoplasmic reticulum vesicles to

N

cause the release of calcium ions. These in turn activate calcineurin,
which dephosphorylates the transcription factor NFAT, allowing it
to enter the nucleus. Diacylglycerol (DAG), remaining in the mem-
brane after PLCy cleavage of PIP,, binds and activates protein
kinase C (PKC), which phosphorylates and activates enzymes
leading to the destruction of the inhibitor of the transcription fac-
tor NF-kB. With the release of the inhibitor, NF-kB enters the
nucleus and activates a series of genes important to the immune
system. Binding of the adapter protein Ras-GRP to the signaling
complex allows for the binding and activation of the Guanine
nucleotide Exchange Factor (GEF) Son of Sevenless (SOS), which
in turn initiates the phosphorylation cascade of the MAP kinase
pathways. This leads to the entry of a third set of transcription fac-
tors into the nucleus, and activation of the transcription factor
AP-1. (Many details that are explained in the text have been omit-
ted from this figure for clarity.)
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describe some of the strategies shared by many signaling
pathways. The next section provides three examples of sig-
naling pathways used by the immune system, as well as by
other organ systems.

Ligand Binding Can Induce Conformational
Changes in, and/or Clustering of, the Receptor

The first step necessary to the activation of a signaling path-
way is that the binding of the ligand to its receptors in some
way induces a physical or chemical change in the receptor
itself, or in molecules associated with it. In the case of many
growth factor receptors, ligand binding induces a confor-
mational change in the receptor that results in receptor
dimerization (Figure 3-6). Since the cytoplasmic regions of
many growth factor receptors have tyrosine kinase activity,
this results in the reciprocal phosphorylation of the cyto-
plasmic regions of each of the receptor molecules by its
dimerization partner.

Other receptors undergo conformational changes upon
ligand binding that result in higher orders of receptor
polymerization. The receptors on B cells are membrane-
bound forms of the antibody molecules that the B cell will
eventually secrete. Two different types of antigen receptors
exist on the surface of naive B cells, which we term immuno-
globulins M and D (IgM and IgD). Structural studies of the
IgM form of the receptor have revealed that ligand binding
induces a conformational change in a nonantigen binding
part of the receptor, close to the membrane, that facilitates
aggregation of the receptors into multimeric complexes and
their subsequent movement into specialized membrane

Growth \N
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Kinase activity stimulated
by cross-phosphorylation

FIGURE 3-6 Some growth factors induce dimerization of
their receptors, followed by reciprocal tyrosine phosphoryla-
tion of the receptor molecules. Many growth factor receptors
possess tyrosine kinase activity in their cytoplasmic regions. Dimer-
ization of the receptor occurs on binding of the relevant ligand and
allows reciprocal phosphorylation of the dimerized receptor chains
at multiple sites, thus initiating the signal cascade. As one example,
stem cell factor binds to its receptor, c-kit (CD117) on the surface of
bone marrow stromal cells.
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regions. T-cell receptors similarly cluster upon antigen bind-
ing. Whether or not they undergo a conformational change
upon antigen binding remains controversial.

Some Receptors Require Receptor-Associated
Molecules to Signal Cell Activation

In contrast to growth factor receptors, which have inducible
enzyme activities built into the receptor molecule itself,
B- and T-cell receptors have very short cytoplasmic compo-
nents and therefore need help from intracellular
receptor-associated molecules to bring about signal trans-
duction. The Iga/IgB (CD79a/B) heterodimer in B cells, and
the hexameric CD3 complex in T cells are closely associated
with their respective antigen receptors and are responsible
for transmitting the signals initiated by ligand binding into
the interior of the cell (Figure 3-7). Both of these complexes
have a pair of long cytoplasmic tails that contain multiple
copies of the Immuno-receptor Tyrosine Activation Motif
or ITAM. ITAMs are recurrent sequence motifs found on
many signaling proteins within the immune system, which
contain tyrosines that become phosphorylated following
signal transduction through the associated receptor. Phos-
phorylation of ITAM-tyrosine residues then allows docking
of adapter molecules, thus facilitating initiation of the sig-
naling cascade.

Other molecules associated with the B- or T-cell antigen
receptors may also interact with the antigen or with other
molecules on the pathogen’s surface. For example, in the case
of B cells, the CD19/CD21 complex binds to complement
molecules covalently attached to the antigen (see Figure
3-7a). Similarly, CD4 and CD8 molecules on T cells bind to
nonpolymorphic regions of the antigen-presenting MHC
molecule and aid in signal transduction (see Figure 3-7b).
Finally, the co-receptor CD28 on naive T cells must interact
with its ligands CD80 (B7-1) and CD86 (B7-2) for full T-cell
activation to occur.

Ligand-Induced Receptor Clustering
Can Alter Receptor Location

Ligand-induced clustering of B- and T-cell receptors slows
down the rates of their diffusion within the planes of their
respective cell membranes, and facilitates their movement
into specialized regions of the lymphocyte membrane
known as lipid rafts. These rafts are highly ordered, deter-
gent-insoluble, cholesterol- and sphingolipid-rich mem-
brane regions, populated by many molecules critical to
receptor signaling. Moving receptors and co-receptors into
the lipid rafts renders them susceptible to the action of
enzymes associated with those rafts. Figure 3-8 shows how
the raft-associated tyrosine kinase Lyn initiates the B-cell
signaling cascade by phosphorylating the receptor-associated
molecules Iga and IgB. The tyrosine kinase Lck serves a
similar role in the TCR signaling cascade.
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FIGURE 3-7 Both B- and T-cell receptors require receptor-
associated molecules and co-receptors for signal transduc-
tion. (a) B-cell receptors require Iga/IgR to transmit their signal. The
CD21 co-receptor, which is associated with CD19, binds to the com-
plement molecule C3d, which binds covalently to the antigen. The
interaction between CD21 on the B cell, and C3d associated with the
antigen, keeps the antigen in contact with the B-cell receptor, even
when the antigen-BCR binding is relatively weak. The yellow bands
on the cytoplasmic regions of the receptor-associated molecules
indicate Immuno-receptor Tyrosine Activation Motifs (ITAMs). Phos-
phorylation of tyrosine residues in these motifs allows the binding of
downstream adapter molecules and facilitates signal transduction
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FIGURE 3-8 Lipid raft regions within membranes. In resting
B cells, the B-cell receptor (BCR) is excluded from the lipid rafts, which
are regions of the membrane high in cholesterol and rich in glyco-
sphingolipids. The raft is populated by tyrosine kinase signaling
molecules, such as Lyn. On binding to antigen, the BCR multimerizes
(clusters), and the changes in the conformation of the BCR brought
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from the receptors. Both CD19 and Iga/IgB bear intracytoplasmic
[TAMs and, along with CD81 (TAPA-1), participate in downstream
signaling events. (b) T-cell receptors use CD3, a complex of de, ye
chains and a pair of { chain molecules or a {v pair. CD4 and CD8 co-
receptors bind to the non-polymorphic region of the MHC class Il or
class I molecules, respectively. This figure illustrates CD4 binding to
MHC Class II. This binding secures the connection between the T cell
and the antigen presenting cell, and also initiates a signal through
CD4/8.The CD28 co-receptor provides another signal upon binding
to CD80 or CD86. CD28 binding to costimulatory molecules on
antigen-presenting cells is required for stimulation of naive, but not
memory, T cells.
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about by this multimerization increase the affinity of the BCR for the
raft lipids. Movement of the BCR into the raft brings it into contact
with the tyrosine kinase Lyn, which phosphorylates the receptor-
associated proteins Iga/IgR, thus initiating the activation cascade. A
similar movement of TCRs into lipid rafts occurs upon T-cell activa-
tion. [Adapted from S. K. Pierce, 2002, Nature Reviews Immunology 2:96.]



Receptors and Signaling: B and T-Cell Receptors |

Active

TrrRanrees

Inactive

TR Treee

Kinase

FIGURE 3-9 Activation of Src-family kinaes. Src-family
kinases are maintained in an inactive closed configuration by the
binding of a phosphorylated inhibitory tyrosine residue (pY508 in this
example) with an SH2 domain in the same protein. Dephosphoryla-
tion of this tyrosine opens up the molecule, allowing substrate access
to the enzymatic site. Opening up the kinase also allows phosphory-
lation of a different internal tyrosine (pY397), which further stimulates
the Src kinase activity.

Tyrosine Phosphorylation is an Early Step in
Many Signaling Pathways

Many signaling pathways, particularly those that signal cell
growth or proliferation, are initiated with a tyrosine phos-
phorylation event. Many of the tyrosine kinases that initiate
BCR and TCR activation belong to the family of enzymes
known as the Src-family kinases. Src (pronounced “sark”)
family kinases have homology to a gene, c-src, that was first
identified in birds. A constitutively active Rous sarcoma virus

TABLE 3-1
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homolog of these genes, v-src, was shown to induce a form of
cancer, fibrosarcoma, in birds. The fact that a simple muta-
tion in this viral form of a tyrosine kinase gene could result
in the development of a tumor was the first hint that tyrosine
kinase genes may be important in the regulation of cell pro-
liferation and, indeed, in many aspects of cell signaling.
Src-family kinases are important in the earliest stages of
activation of both T and B cells: Lck and Fyn are critical to
T-cell activation, and Lyn, Fyn, and Blk play the corresponding
initiating roles in B cells. Since inadvertent activation of these
enzymes can lead to uncontrolled proliferation—a precursor
to tumor formation—it is not surprising that their activity is
tightly regulated in two different but interconnected ways.
Inactive Src-family tyrosine kinase enzymes exist in a
closed conformation, in which a phosphorylated tyrosine is
tightly bound to an internal SH2 domain (Src homology 2
domain) (Figure 3-9, Table 3-1). (SH2 domains in proteins
bind to phosphorylated tyrosine residues.) For as long as the
inhibitory tyrosine is phosphorylated, the Src-family kinase
remains folded in on itself and inactive. In lymphocytes, the
tyrosine kinase enzyme Csk is responsible for maintaining
phosphorylation of the inhibitory tyrosine. However, upon
cell activation, a tyrosine phosphatase removes the inhibitory
phosphate and the Src-family kinase opens up into a partially
active conformation. Thus, the initiating event in signal trans-
duction is often the movement of the tyrosine kinase into a
region of the cell or the membrane populated by an appropri-
ate, activating phosphatase and distant from the inhibitory
kinase Csk. Full activity is then achieved when the Src-kinase
phosphorylates itself on a second, activating tyrosine residue.

Selected domains of adapter proteins and their binding target motifs

Domain of adapter protein

Binding specificity of adapter domain

Src-homology 2 (SH2)

Src-homology 3 (SH3)
aliphatic residue.)
Phosphotyrosine-binding (PTB)
sequences
Pleckstrin homology (PH)

amino acids apart)

Cysteine-rich sequences (C1)

Tyrosine kinase-binding (TKB)

Proline-rich

and WW domains
14-3-3- binding motifs

@fter G. A. Koretsky and P. S. Myung, 2001, Nature Reviews Immunology 1:95]

Specific phosphotyrosine (pY)-containing motifs in the context of 3-6 amino acids located carboxy-
terminal to the pY (An invariant arginine in the SH2 domain is required for pY binding.)
Proline-rich sequences in a left-handed polyproline helix (Proline residues are usually preceded by an

pY-containing peptide motifs (DPXpY, where X is any amino acid) in the context of amino-terminal

Specific phosphoinositides, which allow PH-containing proteins to respond to the generation of lipid
second messengers generated by enzymes such as PI3 kinase
Ww Bind proline-rich sequences (Derive their name from two conserved tryptophan [W] residues 20-22

Diacylglycerol (DAG) (On association with DAG, the C1 domain exhibits increased affinity for the lipid
membrane, promoting membrane recruitment of C1-containing proteins.)

Phosphotyrosine-binding domain divergent from typical SH2 and PTB domains (Consists of three
structural motifs [a four-helix bundle, an EF hand, and a divergent SH2 domain], that together form an
integrated phosphoprotein-recognition domain)

Amino-acid sequence stretches rich in proline residues, able to bind modular domains including SH3

Phosphorylated serine residues in the context of one of the two motifs RSXpSXP and RXXXpSXp
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Tyrosine phosphorylation can bring about changes in a
signaling pathway in more than one way. Sometimes, phos-
phorylation of a tyrosine residue can induce a conforma-
tional change in the phosphorylated protein itself, which can
turn its enzymatic activity on or off. Alternatively, tyrosine
phosphorylation of components of a receptor complex can
permit other proteins to bind to it via their SH2 or phospho-
tyrosine binding domains (see Table 3-1), thereby altering
their locations within the cell. Note that a phosphorylated
tyrosine is often referred to as a “pY” residue.

Adapter Proteins Gather Members
of Signaling Pathways

It is easy to imagine the cytoplasm as an ocean of macromol-
ecules, with little structure or organization, in which pro-
teins bump into one another at a frequency dependent only
on their overall cytoplasmic concentrations. However, noth-
ing could be further from the truth. The cytoplasm is, in fact,
an intricately organized environment, in which three-
dimensional arrays of proteins form and disperse in a man-
ner directed by cellular signaling events. Many of these
reversible interactions between proteins are mediated by
adapter proteins as well as by interactions between mem-
bers of signaling pathways with cytoskeletal components.
Adapter proteins have no intrinsic enzymatic or receptor
function, nor do they act as transcription factors. Their func-
tion is to bind to specific motifs or domains on proteins or
lipids, linking one to the other, bringing substrates within the
range of enzymes, and generally mediating the redistribution
of molecules within the cell. Table 3-1 lists a number of repre-
sentative adapter domains along with their binding specifici-
ties. Adapter proteins are characterized by having multiple
surface domains, each of which possesses a precise binding

specificity for a particular molecular structure. In many sig-
naling pathways, multiple adapter proteins may participate in
the formation of a protein scaffold that provides a structural
framework for the interaction among members of a signaling
cascade. Particularly common domains in adapter proteins
functioning in immune system signaling are the SH2 domain
that binds to phosphorylated tyrosine (pY) residues, the SH3
domain that binds to clusters of proline residues, and the
pleckstrin homology (PH) domain that binds to phosphati-
dyl inositol trisphosphate in the plasma membrane.

Binding of adapter proteins may simply bring molecules
into contact with one another, so that, for example, an enzyme
may act on its substrate. Alternatively, the binding of an
adapter protein may induce a conformational change, which in
turn can stabilize, destabilize, or activate the binding partner.

Signal transduction may induce conformational changes
in proteins that in turn result in the uncovering of one or
more protein domains with specific affinity for other pro-
teins. Such interactions may be homotypic (interactions
between identical domains) or heterotypic (interactions
between different domains).

Phosphorylation on Serine and Threonine
Residues is also a Common Step in
Signaling Pathways

Whereas tyrosine phosphorylation is frequently seen at the
initiation of a signaling cascade, the phosphorylation of pro-
teins at serine and threonine residues (Figure 3-10) tends to
occur at later steps in cell activation. Serine or threonine
phosphorylation may serve to activate a phosphorylated
enzyme, to induce the phosphorylated protein to interact
with a different set of proteins, to alter the protein’s location
within the cell, to protect the protein from destruction, or, in
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FIGURE 3-10 Phosphorylated tyrosine, serine, and threonine.



Receptors and Signaling: B and T-Cell Receptors

some important instances, to convert the phosphorylated
protein into a target for proteasomal destruction.

Phosphorylation of Membrane Phospholipids
Recruits PH Domain-Containing Proteins to
the Cell Membrane

The phospholipid Phosphatidyl Inositol bis-Phosphate
(PIP,) is a component of the inner face of eukaryotic plasma
membranes. However, PIP, is much more than a structural
phospholipid; it also actively participates in cell signaling. The
enzyme Phosphatidyl Inositol-3-kinase (PI3 kinase), acti-
vated during the course of signaling through many immune
receptors, phosphorylates PIP, to form Phosphatidyl Inositol
tris-Phosphate (PIP;) (Figure 3-11). PIP; remains in the
membrane and serves as a binding site for proteins bearing
pleckstrin homology (PH) domains (see Table 3-1). Thus, this
lipid phosphorylation event serves to move proteins from the
cytosol to the membrane by providing them with a binding site
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FIGURE 3-11 PIP, can be phosphorylated (red) by PI3
kinase to create PIP; during cellular activation. PIP; then cre-
ates binding sites for proteins with PH domains at the internal face of
the plasma membrane.
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at the inner membrane surface. Localization of proteins at the
membrane brings them into contact with other members of a
signaling cascade, allowing enzymes access to new substrates
and enabling the modification of adapter proteins with the
subsequent assembly of signaling complexes.

Signal-Induced PIP, Breakdown by PLC
Causes an Increase in Cytoplasmic Calcium
lon Concentration

In addition to being phosphorylated by PI3 kinase, PIP, is also
susceptible to a second type of signal-induced biochemical
modification. A second enzyme (more correctly, a family of
enzymes), Phospholipase C (PLC), is also activated upon anti-
gen signaling of lymphocytes (Figure 3-12). PLC hydrolyzes
PIP,, cleaving the sugar inositol trisphosphate (IP;) from the
diacylglyerol (DAG) backbone. The DAG remains in the
membrane, where it binds and activates a number of important
signaling enzymes. IP; is released into the cytoplasm, where it
interacts with specific IP; receptors on the surface of endoplas-
mic reticulum vesicles, inducing the release of stored calcium
jons (Ca*") into the cytoplasm. These calcium ions then bind
several cellular proteins, changing their conformation and
altering their activity.

The calcium ion’s double positive charge and the size of its
ionic radius render it particularly suitable for binding to many
proteins; however, in the field of cell signaling, calmodulin
(CaM) is unquestionably the most important calcium-binding
protein. As shown in Figure 3-13a, CaM is a dumbbell-shaped
protein, with two globular subunits separated by an a-helical
rod. Each of the two subunits has two calcium binding sites,
such that calmodulin has the capacity to bind four Ca*" ions.
On binding calcium, CaM undergoes a dramatic conforma-
tional change (Figure 3-13b), which allows it to bind to and
activate a number of different cellular proteins.

As cytoplasmic Ca*" ions are used up in binding to cyto-
plasmic proteins, and the free cytoplasmic Ca** ion concen-
tration drops, Ca>* channel proteins begin to assemble at the
membrane. Eventually the channels open to allow more cal-
cium to flood in from the extracellular fluid and complete
the activation of the calcium-regulated proteins. The assem-
bly of these so-called store-operated calcium channel proteins
is prohibited in the presence of high intracellular calcium.

Many different types of ions are present in a cell, and it is
reasonable to ask why eukaryotes should have evolved pro-
teins with activities that are so responsive to intracellular
Ca’" ion concentrations. The answer to this question in part
lies in the fact that it is relatively easy to alter the intracyto-
plasmic concentration of Ca®>* ions. The concentration of
Ca’" in the blood and tissue fluids is on the order of 1 mM,
whereas the cytosolic concentration in a resting cell is closer
to 100 nM—10,000 times lower than the extracellular con-
centration. This difference is maintained by an efficient
(although energetically expensive) system of membrane
pumps. Furthermore, higher-concentration Ca>" stores exist
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FIGURE 3-12 PIP, can be hydrolyzed by PLC to create DAG and IP;.
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FIGURE 3-13 The calcium-binding regulatory protein calmodulin undergoes a conformational shift on binding to calcium,
which enables it to bind and activate other proteins. [Part (a) PDB ID 3CLN.]
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by polymerization of a chain of ubiquitins onto selected
lysine residues of the conjugated ubiquitin. This results in
poly-ubiquitination of the target protein. In most instances,
mono- or poly-ubiquitination serves as a mechanism by
which the tagged proteins are targeted for destruction by the
proteasome of the cell. However, we now know that ubiqui-
tination on certain residues of proteins can also serve as an
activating signal, and we will come across this alternative role
of ubiquitin below as we learn about the activation of the
NF-kB transcription factor, as well as in Chapters 4 and 5.

Frequently Encountered
Signaling Pathways

I

Analysis of the biochemical routes by which molecular sig-
nals pass from cell surface receptors to the interior of the cell
has revealed that a few signal transduction pathways are
used repeatedly in the cellular responses to different ligands.
These pathways are utilized, in slightly different forms, in
multiple cellular and organ systems, and in many species.
The end result of most of these pathways is an alteration in
the transcriptional program of the cell. Here we briefly
describe three such pathways of particular relevance to the
adaptive immune system (see Overview Figure 3-5). Each of
these pathways is triggered by antigen binding to the recep-
tor and leads to the activation of a different family of tran-
scription factors. The generation of these active transcription
factors in turn initiates the up-regulation of a cascade of
genes important to the immune response, including those
encoding cytokines, antibodies, survival factors, and prolif-
erative signals.

Although the conceptual framework of these signaling
pathways is shared among many cell types, small modifica-
tions in the molecular intermediates and transcription fac-
tors involved allows for variations in the identities of the
genes controlled by particular signals and for cell-type spe-
cific transcriptional control mechanisms. For example, the
enzyme PLC exists in different forms; PLCy1 is used in T
cells and PLCy2 in B cells. Similarly, the Nuclear Factor of
Activated T cells (NFAT) family of transcription factors
includes five members, some of which are expressed as dif-
ferentially spliced variants, and each of which is affected by
different arrays of molecular signals.

Furthermore, activation of transcription from some pro-
moters requires the binding of multiple transcription fac-
tors. For example, full expression of the gene encoding
interleukin 2 (IL-2) requires the binding of AP-1, NF-kB,
and NFAT, in addition to several other transcription factors,
to the interleukin promoter. In this way, the promoter can be
partially activated in the presence of some of these transcrip-
tion factors, but not fully active until all of them are in place.
In the next section, we focus on the general principles that
govern the control of these three pathways, from the receipt
of an antigen signal, to the activation of a particular type of
transcription factor.
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The PLC Pathway Induces Calcium
Release and PKC Activation

We have already met the essential elements of this pathway in
our discussion of the enzymes that modulate PIP, upon cell
activation (see Figure 3-12), and we now know that PLC breaks
down PIP, to IP; and DAG. But how does PLC become acti-
vated in the first place? We use T cells here as our example.

As mentioned, T cells use the PLCy1 form of the enzyme.
On antigen stimulation, tyrosine phosphorylation of the ITAM
residues of the CD3 receptor-associated complex results in the
localization of the adapter protein LAT to the membrane (Fig-
ure 3-14). LAT in turn is phosphorylated, and PLCyl then
binds to phosphorylated LAT. This binding ensures that PLCy1
localizes to the cell membrane, the site of its substrate, PIP,.
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FIGURE 3-14 Activation of calcineurin by binding of the

calcium-calmodulin complex induces NFAT dephosphoryla-
tion and nuclear entry.

Nucleus
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Once located at the plasma membrane, PLCy1 is further acti-
vated by tyrosine phosphorylation mediated by the receptor-
activated kinase, Lck, as well as by a second tyrosine kinase, Itk.
The phosphorylated and activated PLCy1 then mediates cleav-
age of PIP, to IP; and DAG as described above.

How do these secondary mediators then function to
bring about lymphocyte activation? Calcium ions, released
from intracellular stores by IP;, bind to the signaling inter-
mediate, calmodulin. Each molecule of calmodulin binds to
four calcium ions, and this binding results in a profound
alternation in its conformation (see Figure 3-13). The
calcium-calmodulin complex then binds and activates the
phosphatase calcineurin, which dephosphorylates the tran-
scription factor NFAT (see Figure 3-14). This dephosphory-
lation induces a conformational change in NFAT, revealing a
nuclear localization sequence, which directs NFAT to enter
the nucleus and activate the transcription of a number of
important T-cell target genes. Genes activated by NFAT
binding include that encoding interleukin 2, a cytokine piv-
otally important in the control of T cell proliferation.

The importance of the PLCy1 pathway to T cell activation
is illustrated by the profound immunosuppressant effects of the
drug cyclosporine, which is used to treat both T-cell-mediated
autoimmune disease and organ transplant rejection. In T cells,
cyclosporine binds to the protein cyclophilin (immunophilin),
and the cyclosporine/cyclophilin complex binds and inhibits
calcineurin, effectively shutting down T-cell proliferation.

PIP, cleavage by PLC is a particularly efficient signaling strat-
egy as both products of PIP, breakdown are active in subsequent
cellular events. DAG, the second product of PIP, breakdown
(see Figure 3-12) remains in the membrane, where it binds and
activates enzymes of the protein kinase C (PKC) family. These
kinases are serine/threonine kinases active in a variety of signal-
ing pathways. Protein kinase C6, important in T-cell signaling,
only requires DAG binding, whereas its relative, protein kinase
C, must also bind Ca*" ions for full activation. DAG is also
implicated in the Ras pathway (described in the next section).

The Ras/Map Kinase Cascade Activates
Transcription Through AP-1

The Ras signaling pathway was discovered initially after a
mutated, viral form of the Ras protein was found to induce
cancer in a rat model. Ras is a monomeric, GTP-binding
protein (G protein, for short). When Ras binds to GTP, its
conformation changes into an active state, in which it is
capable of binding, and activating a number of serine/threo-
nine kinases. However, the Ras protein possesses an intrinsic
GTPase activity that hydrolyzes GTP to GDP, and the Ras—
GDP form of the protein is incapable of transmitting a posi-
tive signal to downstream kinases (Figure 3-15). Activation
of the Ras pathway is therefore dependent on the ability to
maintain Ras in its GTP-bound state. Modulation between
the active, GTP-bound form and the inactive, GDP-bound
form is brought about by two families of enzymes. Guanine-
nucleotide Exchange Factors (GEFs) activate Ras by induc-

Guanine nucleotide
Exchange Factors (GEFs)
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FIGURE 3-15 Small monomeric G proteins, such as Ras,
alter conformation depending on whether they are bound to
GTP or GDP. The GDP-bound form of small G proteins such as Ras
(pale green) is inactive, and the GTP-bound form (dark green) is
active. Small G proteins have intrinsic GTPase activity, which is fur-
ther enhanced by GTPase Activating Proteins (GAPs). Guanine
nucleotide Exchange Factors (GEFs) act in an opposite manner to
release GDP and promote GTP binding.

ing it to release GDP and accept GTP; GTPase Activating
Proteins (GAPs) inhibit the protein’s activity by stimulating
Ras’s intrinsic ability to hydrolyze bound GTP.

Like the PLC+y pathway, the Ras pathway is initiated during
both B and T lymphocyte activation and, again, we will use T
cells as our example. DAG, released after PLCyl-mediated
PIP, cleavage, binds and activates Ras-GRP, an adapter pro-
tein that then recruits the GEE Son of Sevenless (SOS). SOS
binds to Ras, inducing it to bind GTP, at which point Ras gains
the ability to bind and activate the first member of a cascade
of serine/threonine kinase enzymes that phosphorylate and
activate one another. Because the members of this cascade
were first identified in experiments that studied the activation
of cells by mitogens (agents that induce proliferation), it is
referred to as the Mitogen Activated Protein Kinase or MAP
kinase cascade. The members of the cascade are held in close
proximity to one another by the adapter protein KSR.

In the T-cell activation form of this cascade (illustrated in
Figure 3-16), RasGTP binds to the MAP kinase kinase
kinase (MAPKKK) Raf. Binding of RasGTP alters the con-
formation of Raf and stimulates its serine/threonine kinase
activity. Raf then phosphorylates and activates the next
enzyme in the relay, a MAP kinase kinase (MAPKK), in this
case MEK. Activated MEK then phosphorylates its substrate,
Extracellular signal-Related Kinase, or Erk, a MAP kinase,
which consequently gains the ability to pass through the
nuclear membrane.

Once inside the nucleus, Erk phosphorylates and acti-
vates a transcription factor, Elk-1, which cooperates with a
second protein, serum response factor (SRF), to activate the
transcription of the fos gene. The Fos protein is also phos-
phorylated by Erk, and along with its partner, Jun, forms the
master transcription factor, AP-1. Jun is phosphorylated and
activated via a slightly different form of the MAP kinase
pathway. AP-1 is another of the transcription factors that
facilitates the transcription of the IL-2 gene.
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FIGURE 3-16 The Ras pathway involves a cascade of ser-
ine/threonine phosphorylations and culminates in the entry
of the MAP kinase, Erk, into the nucleus where it phosphory-
lates the transcription factors Elk-1 and Fos.

The Ras pathway is an important component in many
developmental and cell activation programs. Each pathway
uses slightly different combinations of downstream protein
kinases, but all adhere to the same general mode of passing
the signal from the cell surface through to the nucleus via a
cascade of phosphorylation reactions, with the resultant
activation of a new transcriptional program.

PKC Activates the NF-kB Transcription Factor

NF-kB belongs to a family of heterodimeric transcription
factors, and each dimer activates its own repertoire of pro-
moters. In resting cells, NF-«kB heterodimers are held in the
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FIGURE 3-17 Phosphorylation and ubiquitination acti-

vates IKK, which phosphorylates and inactivates IkB, allow-
ing translocation of NF-kB into the nucleus.

cytoplasm by binding to the Inhibitor of NF-kB (IkB) pro-
tein. Cell activation induces the phosphorylation of these
inhibitory proteins by an IkB kinase (IKK) complex. The
phosphorylated IkB protein is then targeted for proteasomal
degradation, releasing the freed NF-kB to enter the nucleus
and bind to the promoters of a whole array of immunologi-
cally important genes.

NF-kB is important in the transcription control of pro-
teins needed for the proper functioning of many innate and
adaptive immune system cell types; in general, NF-kB-
mediated transcription is associated with proinflammatory
and activation events, rather than with regulatory pro-
cesses. Different types of cells and receptors use various
forms of protein kinase activation as well as diverse combi-
nations of adapter molecules in the pathway leading to
NF-«kB activation. However, all of these pathways culmi-
nate in the phosphorylation and subsequent destruction of
the inhibitor of NF-kB, IkB. Below, we describe the path-
way to NF-kB activation that is triggered by TCR antigen
recognition.
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In T cells, activation of NF-kB begins when DAG, gener-
ated by PLCy1, recruits the serine/threonine kinase PKCO to
the membrane (Figure 3-17). As mentioned above, PKCH is
the form of the serine/threonine kinase that is used in the
T-cell receptor signaling pathway. Once bound to DAG,
PKCH is activated and phosphorylates adapter proteins
including Carmal, initiating a cascade that ultimately recruits
the ubiquitin ligase TRAF6. TRAF6 ubiquitinates and par-
tially activates the IKK complex, which is made up of the
regulatory protein NEMO, and two catalytic IKK subunits.
The IKK complex is fully activated only when it is both phos-
phorylated and ubiquitinated. (Note that this is one of those
instances in which ubiquitination does not result in subse-
quent protein degradation, but rather in its activation.) Other
T cell mediated signals activate the TAK1 complex, which
phosphorylates IKK, thus completing its activation and
allowing it to phosphorylate IkB. In this step, phosphoryla-
tion of IkB signals its degradation, rather than its activation.
NF-kB is then free to move into the nucleus and activate the
transcription of its target genes, including the IL2 gene.

In addition to this T-cell receptor-mediated pathway of
NF-kB activation, signaling through CD28, the T-cell co-
receptor, also positively controls NF-kB activation in T cells.

These three pathways together illustrate how the broad
concepts introduced earlier in this chapter can be applied to
understand the mechanisms underlying T-cell activation.
These themes recur in numerous forms throughout the
immune system.

The Structure of Antibodies

I

Having outlined some of the general concepts that underlie
many different receptor-ligand interactions and signaling
pathways, we now turn our attention more specifically to the
antigen receptors of the adaptive immune system.

On stimulation with antigen, B cells secrete antibodies
with antigen-binding sites identical to those on the B-cell
membrane antigen receptor. The identity between the bind-
ing sites of the secreted antibody and the membrane-bound
B-cell receptor (BCR) was first demonstrated by making
reagents that bound to antibodies secreted by a particular
clone of B cells and showing that those reagents also bound
to the receptors on the cells that had secreted the antibodies.
Since working with soluble proteins is significantly easier
than manipulating membrane receptor proteins, the pres-
ence of a soluble form of the receptor greatly facilitated the
characterization of B-cell receptor structure. Consequently,
the basic biochemistry of the B-cell receptor was established
long before that of the T-cell receptor (TCR), which, unlike
the BCR, is not released in a secreted form. Box 3-1: Classic
Experiment details the Nobel Prize-winning experiments
that established the four-chain structure of the antibody
molecule.

We begin this section with a discussion of antibody
structure, and then go on to describe the B-cell membrane

receptor and its associated signaling pathways. Secreted
antibodies and their membrane-bound receptor forms
belong to the immunoglobulin family of proteins. This large
family of proteins, which includes both B- and T-cell recep-
tors, adhesion molecules, some tyrosine kinases, and other
immune receptors, is characterized by the presence of one
or more immunoglobulin domains.

Antibodies Are Made Up of Multiple
Immunoglobulin Domains

The immunoglobulin domain (Figure 3-18) is generated when
a polypeptide chain folds into an organized series of anti-
parallel B-pleated strands. Within each domain, the 8 strands
are arranged into a pair of 3 sheets that form a tertiary, com-
pact domain. The number of strands per sheet varies among
individual proteins. In antibody molecules, most immuno-
globulin domains contain approximately 110 amino acids,
and each B sheet contains three to five strands. The pair of 8
sheets within each domain are stabilized with respect to one
another by an intrachain disulfide bond. Neighboring domains
are connected to one another by a stretch of relatively unstruc-
tured polypeptide chain. Within the (8 strands, hydrophobic
and hydrophilic amino acids alternate and their side chains
are oriented perpendicular to the plane of the sheet. The
hydrophobic amino acids on one sheet are oriented toward
the opposite sheet, and the two sheets within each domain are
therefore stabilized by hydrophobic interactions between the
two sheets as well as by the covalent disulfide bond.

The immunoglobulin fold provides a perfect example of
how structure determines and/or facilitates function. At the
ends of each of the 3 sheets, more loosely folded polypeptide
regions link one 3 strand to the next, and these loosely folded
regions can accommodate a variety of amino acid side-chain
lengths and structures without causing any disruption to the
overall structure of the molecule. Hence, in the antibody mol-
ecule, the immunoglobulin fold is superbly adapted to provide
a single scaffold onto which multiple different binding sites can be
built, as the antigen-binding sites can simply be built into these
loosely folded regions of the antigen-binding domains. These
properties explain why the immunoglobulin domain has been
used in so many proteins with recognition or adhesive func-
tions. The essential domain structure provides a molecular
backbone, while the loosely folded regions can be adapted to
bind specifically to many adhesive or antigenic structures.

Indeed, the immunoglobulin domain structure is used by
many proteins besides the BCR chains. As we will see later in
this chapter, the T-cell receptor is also made up of repeating
units of the immunoglobulin domain. Other proteins that
use immunoglobulin domains include Fc receptors; the
T-cell receptor accessory proteins CD2, CD4, CD8, and
CD28; the receptor-associated proteins of both the TCR and
the BCR; adhesion molecules; and others. Some of these
immunoglobulin domain-containing proteins are illustrated
in Figure 3-19. Each of these proteins is classified as a member
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FIGURE 3-18 Diagram of the immunoglobulin fold struc-
ture of the antibody light chain variable (V,) and constant
(C,) region domains. (a) The two B pleated sheets in each domain
are held together by hydrophobic interactions and the conserved
disulfide bond. The B strands that compose each sheet are shown
in different colors. The three loops of each variable domain show
considerable variation in length and amino acid sequence; these
hypervariable regions (blue) make up the antigen-binding site.

of the immunoglobulin superfamily, a term that is used to
denote proteins derived from a common primordial gene
encoding the basic domain structure.

Antibodies Share a Common Structure of Two
Light Chains and Two Heavy Chains

All antibodies share a common structure of four polypeptide
chains (Figure 3-20), consisting of two identical light (L)
chains and two identical heavy (H) chains. Each light chain
is bound to its partner heavy chain by a disulfide bond
between corresponding cysteine residues, as well as by non-
covalent interactions between the Vi and V; domains and
the Cyl and C; domains. These bonds enable the formation

CDRs

Hypervariable regions are usually called complementarity-determining
regions (CDRs). Heavy-chain domains have the same characteristic
structure. (b) The B-pleated sheets are opened out to reveal the rela-
tionship of the individual B strands and joining loops. Note that the
variable domain contains two more  strands than the constant
domain. [Part (a) adapted from M. Schiffer et al, 1973, Biochemistry 12: 4620;
reprinted with permission; part (b) adapted from A. F. Williams and A. N. Barclay,
1988, Annual Review of Immunology 6:381.]

of a closely associated heterodimer (H-L). Multiple disulfide
bridges link the two heavy chains together about halfway
down their length, and the C-terminal parts of the two heavy
chains also participate in noncovalent bonding interactions
between corresponding domains.

As shown in Figure 3-21, the antibody molecule forms a
Y shape with two identical antigen-binding regions at the
tips of the Y. Each antigen-binding region is made up of
amino acids derived from both the heavy- and the light-
chain amino-terminal domains. The heavy and light chains
both contribute two domains to each arm of the Y, with the
non-antigen-binding domain of each chain serving to
extend the antigen-binding arm. The base of the Y consists
of the C-terminal domains of the antibody heavy chain.
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The experiments that first identified anti-
bodies as serum immunoglobulins and
then characterized their familiar four-chain
structure represent some of the most ele-
gant adaptations of protein chemistry ever
used to solve a biological problem.

FirsT SET OF EXPERIMENTS

Arne Tiselius, Pers Pederson, Michael
Heidelberger, and Elvin Kabat

Since the late nineteenth century, it has
been known that antibodies reside in the
blood serum—that is, in that component of
the blood which remains once cells and
clotting proteins have been removed. How-
ever, the chemical nature of those antibod-
ies remained a mystery until the experiments
of Tiselius and Pederson of Sweden and
Heidelberger and Kabat, in the United
States, published in 1939. They made use of
the fact that, when antibodies react with a
multivalent protein antigen, they form a
multimolecular cross-linked complex that
falls out of solution. This process is known as
immunoprecipitation (see Chapter 20 for
modern uses of this technique). They immu-
nized rabbits with the protein ovalbumin
(the major component of egg whites), bled
the rabbits to obtain an anti-ovalbumin
antiserum, and then divided their antiserum
into two aliquots. They subjected the first
aliquot to electrophoresis, measuring the
amount of protein that moved different
distances from the origin in an electric field.
The blue plot in Figure 1 depicts the four
major protein subpopulations resolved by
their technique. The first, and largest, is the
albumin peak, the most abundant protein in
serum, with responsibility for transporting
lipids through the blood. They named the
other peaks globulins. Two smaller peaks are
denoted the « and B globulin peaks, and
then a third globulin peak, y globulin, clearly
represents a set of proteins in high concen-
tration in the serum.

However, the most notable part of the
experiment occurred when the investiga-
tors mixed their second serum aliquot with
ovalbumin, the antigen. The antibodies in
the serum bound to ovalbumin in a multi-
valent complex, which fell out of solution
into a precipitate. The precipitate was then

removed by centrifugation. Now that they
had succeeded in removing the antibodies
from an antiserum, the question was,
which protein peak would be affected?

The black plot in Figure 1 illustrates
their results. Very little protein was lost from
the albumin, or the a or B globulin peaks.
However, immunoprecipitation resulted in
a dramatic decrease in the size of the vy
globulin peak, demonstrating that the
majority of their anti-ovalbumin antibodies
could be classified as -y globulins.

We now know that most antibodies of
the 1gG class are indeed found in the -y
globulin class. However, antibodies of
other classes are found in the « and B
globulin peaks, which may account for
the slight decrease in protein concentra-
tion found after immunoprecipitation in
these other protein peaks.

SECOND SET OF EXPERIMENTS

Sir Rodney Porter, Gerald Edelman,
and Alfred Nisonoff

Knowing the class of serum protein into
which antibodies fall was a start, but immu-
nochemists next needed to figure out
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what antibodies looked like. The fact that
they could form precipitable multivalent
complexes suggested that each antibody
was capable of binding to more than one
site on a multivalent antigen. But the scien-
tists still did not know how many polypep-
tide chains made up an antibody molecule
and how many antigen-binding sites were
present in each molecule.

Two lines of experimentation con-
ducted in a similar time frame on both
sides of the Atlantic combined to provide
the answers to these two questions. Ultra-
centrifugation experiments had placed the
molecular weight of IgG antibody mole-
cules at approximately 150,000 Daltons.
Digestion of IgG with the enzyme papain
produced three fragments, two of which
were identical and a third which was clearly
different (Figure 2). The third fragment, of
approximately 50,000 Daltons, spontane-
ously formed crystals and was therefore
named fragment crystallizable, or Fc. By
demonstrating that they could competi-
tively inhibit the binding of antibodies to
their antigen, the other two fragments
were shown to retain the antigen-binding
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FIGURE 1

Experimental demonstration that most antibodies are in the y-globulin fraction
of serum proteins. After rabbits were immunized with ovalbumin (OVA), their antisera were
pooled and electrophoresed, which separated the serum proteins according to their electric charge
and mass. The blue line shows the electrophoretic pattern of untreated antiserum. The black line shows
the pattern of antiserum that was first incubated with OVA to remove anti-OVA antibody and then
subjected to electrophoresis. [Adapted from A. Tiselius and E. A. Kabat, 1939, Journal of Experimental Medicine
69:119, with copyright permission of the Rockefeller University Press.]



capacity of the original antibody. These
fragments were therefore named Fab, or
fragment antigen binding. This experi-
ment indicated that a single antibody mol-
ecule contained two antigen binding sites
and a third part of the molecule that did
not participate in the binding reaction.

Use of another proteolytic enzyme, pep-
sin, resulted in the formation of a single
fragment of 100,000 Daltons, which con-
tained two antigen-binding sites that were
still held together in a bivalent molecule.
Because the molecule acted as though it
contained two Fab fragments, but clearly
had an additional component that facili-
tated the combination of the two fragments
into one molecule, it was named F(@b),.
Pepsin digestion does not result in a recov-
erable Fc fragment, as it apparently digests it
into small fragments. However, F(ab'), deriv-
atives of antibodies are often used in experi-
ments in which scientists wish to avoid
artifacts resulting from binding of antibod-
ies to Fc receptors on cell surfaces.

In the second set of experiments, inves-
tigators reduced the whole IgG molecule
using B-mercaptoethanol, in order to break
disulfide bonds, and alkylated the reduced
product so that the disulfide bonds could
not spontaneously reform. They then used
a technique called gel filtration to separate
and measure the size of the protein frag-
ments generated by this reduction and
alkylation. (Nowadays, we would use SDS
PAGE gels to do this experiment) In this
way, it was shown that each IgG molecule
contained two heavy chains, MW 50,000
and two light chains, MW 22,000.

Now the challenge was to combine
the results of these experiments to cre-
ate a consistent model of the antibody
molecule. To do this, the scientists had to
determine which of the chains was impli-
cated in antigen binding, and which
chains contributed to the crystallizable
fragments. Immunologists often use
immunological means to answer their
questions, and this was no exception.
They elected to use Fab and Fc frag-
ments purified from rabbit IgG antibod-
ies to immunize two separate goats.
From these goats, they generated anti-
Fab and anti-Fc antibodies, which they
reacted, in separate experiments, with
the heavy and light chains from the

reduction and alkylation experiments.
The answer was immediately clear.

Anti-Fab antibodies bound to both
heavy and light chains, and therefore the
antigen binding site of the original rabbit
IgG was made up of both heavy and light
chain components. However, anti-Fc anti-
bodies bound only to the heavy chains,
but not to the light chains of the IgG mol-
ecule, demonstrating that the Fc part of
the molecule was made up of heavy
chains only. Finally, careful protein chemis-
try demonstrated that the amino-termini
of the two chains resided in the Fab por-
tion of the molecule. In this way, the famil-
iar four-chain structure, with the binding
sites at the amino-termini of the heavy
and light chain pairs, was deduced from
some classically elegant experiments.

In 1972, Sir Rodney Porter and Gerald
Edelman were awarded the Nobel Prize
in Physiology and Medicine for their
work in discovering the structure of
immunoglobulins.
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disulfide bonds with mercaptoethanol are indicated. Light (L) chains are in light blue, and heavy (H)

chains are in dark blue.
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FIGURE 3-19 Some examples of proteins bearing immunoglobulin domains. Fach immunoglobulin domain is depicted by a blue

loop and, where relevant, is labeled as variable (V) or constant (C).

Figure 3-21 further shows that the overall structure of the
antibody molecule consists of three relatively compact regions,
joined by a more flexible hinge region. The hinge region is par-
ticularly susceptible to proteolytic cleavage by the enzyme
papain. Papain cleavage resolves the antibody molecule into
two identical fragments that retain the antigen-binding speci-
ficity of the original antibody (shown as Fab regions in Figure
3-21), and the remaining region of the molecule, which consists
of the non antigen-binding portion. This latter region, which is
identical for all antibodies of a given class, crystallizes easily and
was thus called the Fc region (fragment crystallizable).

Each Fab region and Fc region of antibodies mediates its
own particular functions during an antibody response to
an antigen. The Fab regions bind to the antigen, and the Fc
region of the antigen-coupled antibody binds to Fc recep-
tors on phagocytic or cytolytic cells, or to immune effector
molecules. In this way, antibodies serve as physiological
bridges between an antigen present on a pathogen, and
the cells or molecules that will ultimately destroy it. A fam-
ily of Fc receptors exists; each Fc receptor is expressed on
a different array of cells and binds to a different class of
antibodies.
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FIGURE 3-20 Schematic diagram of the structure of immu-
noglobulins derived from amino acid sequence analysis.
Each heavy (dark blue) and light (light blue) chain in an immuno-
globulin molecule contains an amino-terminal variable (V) region
that consists of 100 to 110 amino acids and differs from one anti-
body to the next. The remainder of each chain in the molecule—
the constant (C) regions—exhibits limited variation that defines the
two light-chain subtypes and the five heavy-chain subclasses.
Some heavy chains (y, 8, and «) also contain a proline-rich hinge
region. The amino-terminal portions, corresponding to the V
regions, bind to antigen; effector functions are mediated by the car-
boxy-terminal domains. The . and € heavy chains, which lack a hinge
region, contain an additional domain in the middle of the molecule.
CHO denotes a carbohydrate group linked to the heavy chain.

There are Two Major Classes of
Antibody Light Chains

Amino acid sequencing of antibody light chains revealed
that the amino-terminal half (approximately 110 amino
acids) of the light chain was extremely variable, whereas the
sequence of the carboxyl-terminal half could be classified
into one of two major sequence types. The N-terminal half
of light chains is thus referred to as the variable, or Vi,
region of the light chain, and the less variable part of the
sequence is termed the constant, or C;, region. The two
major light chain constant region sequences are referred to
as k (kappa) or A (lambda) chains. As more light-chain
sequences were generated, it became apparent that the X\
chain constant region sequences could be further subdivided
into four subtypes—A\1, X2, A3, and A4—based on amino
acid substitutions at a few positions. In humans, the light
chains are fairly evenly divided between the two light-chain
classes; 60% of human light chains are k whereas only 40%
are . In mice, the situation is quite different: Only 5% of
mouse light chains are of the N light-chain type. All light
chains have a molecular weight of approximately 22 kDa.
Further analysis of light-chain sequences demonstrated
that, even within the variable regions of the light chain, there
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FIGURE 3-21 The three-dimensional structure of IgG.
Clearly visible in this representation are the 110 amino acid immuno-
globulin domains of which the molecule is constructed, along with
the open hinge structure in the center of the molecule, which affords
flexibility in binding to multivalent antigens. In IgG, the light chain
contains two immunoglobulin domains, the heavy chain four. Fab =
Antigen-binding portion of the antibody; contains paired V,/V}; and
C/Cy1 domains. Fc = Non-antigen-binding region of the antibody,
with paired C2/Cy2 and Cy3/Ch3 domains. [Source: D. Sadava, H. C.
Heller, G. H. Orians, W. K. Purves, and D. M. Hillis. Life: The Science of Biology,
7e (© 2004 Sinauer Associates, Inc., and W. H. Freeman & Co.), Figure 18-10
with modifications.]

were regions of hypervariability. Since these hypervariable
regions could be shown to interact with the bound antigen,
they were renamed the complementarity-determining
regions, or CDRs.

Those readers with expertise in genetics will immediately
identify a problem: How is it possible to encode a single
protein chain with some regions that are extremely diverse
and other regions that are relatively constant, while main-
taining that distinction across millions of years of evolution-
ary drift? The solution to this puzzle involves the encoding
of a single antibody variable region in multiple genetic seg-
ments that are then joined together in different combina-
tions in each individual antibody-producing cell. This
unique mechanism will be fully described in Chapter 7.

There are Five Major Classes of
Antibody Heavy Chains

Using antibodies directed toward the constant region of immu-
noglobulins and amino acid sequencing of immunoglobulins
derived from plasmacytoma tumor cells, investigators discov-
ered that the sequences of the heavy-chain constant regions fall
into five basic patterns. These five basic sequences have been
named with Greek letters: w (mu), 8 (delta), v (gamma), €
(epsilon), and a (alpha). Each different heavy-chain constant
region is referred to as an isotype, and the isotype of the heavy
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TABLE 3-2 Chain composition of the five immunoglobulin classes
Heavy Number of Cy Molecular
Class chain Ig domains Subclasses Light chain J chain formula
19G Y 3 v1,v2,y3, v4 (human) K Or A None VaK>
v1,y2a, y2b, v3 (mouse) Y2h2
IgM T 4 None K Or A Yes (L2K2)n
(}Lz)\z)n
n=1or5
IgA a 3 al, a2 K Or A Yes (ooK2)n
(@oN3)n
n=1,273o0r4
IgE € 4 None K Of A None €K,
€K3
IgD d 3 None K Or A None 3K,
82)\2
“See Figure 3-22 for general structures of the five antibody classes.

\_

chains of a given antibody molecule determines its class. Thus,
antibodies with a heavy chain of the p isotype are of the IgM
class; those with a 8 heavy chain are IgD; those with v, IgG;
those with €, IgE; and those with o, IgA. The length of the
constant region of the heavy chains is either 330 amino acid
residues (for vy, 8, and « chains) or 440 amino acids (for w and
€ chains). Correspondingly, the molecular weights of the heavy
chains vary according to their class. IgA, IgD, and IgG heavy
chains weigh approximately 55 kDa, whereas IgM and IgE
antibodies are approximately 20% heavier.

Minor differences in the amino acid sequences of groups
of a and vy heavy chains led to further subclassification of
these heavy chains into sub-isotypes and their correspond-
ing antibodies therefore into subclasses (Table 3-2). There
are two sub-isotypes of the o heavy chain, al and «2, and
thus two IgA subclasses, IgA1 and IgA2. Similarly, there are
four sub-isotypes of y heavy chains, y1, y2, v3, and 4, with
the corresponding formation of the four subclasses of IgG:
IgG1, IgG2, IgG3, and IgG4. In mice, the four vy chain sub-
isotypes are y1, y2a, y23, and 3, and the corresponding
subclasses of mouse IgG antibodies are IgG1, IgG2a, IgG2b,
and IgG3, respectively.

Further analysis revealed that the exact number, and pre-
cise positions of the disulfide bonds between the heavy
chains of antibodies, vary among antibodies of different
classes and subclasses (Figure 3-22).

Antibodies and Antibody Fragments
Can Serve as Antigens
The essential principles of antibody structure were estab-

lished prior to the development of the technology required
to artificially generate monoclonal antibodies, and indeed

much of the basic work of structure determination was
completed before techniques were available for rapid DNA
sequencing. As a source of homogenous antibodies, immu-
nologists therefore turned to the protein products of anti-
body-secreting tumors. Plasmacytomas are tumors of
plasma cells, the end-stage cell of B-cell differentiation, and
the cells from that tumor are normally located in the bone
marrow. When a single clone of plasma cells becomes can-
cerous, it is called a plasmacytoma for as long as it remains
in a single bone. However, once it metastasizes into multi-
ple bone marrow sites, the tumor is referred to as multiple
myeloma. Plasmacytoma or myeloma tumors secrete large
amounts of monoclonal antibodies into the serum and tis-
sue fluids of the patients, and these antibodies can be puri-
fied in large quantities. Rather than secreting the whole
antibody, some of these tumors will secrete only the light
chains, or sometimes both the light chains and the whole
antibodies, into the serum. The homogenous light chains
secreted by these myeloma tumors are referred to as
Bence-Jones proteins.

In the middle to late twentieth century, tumor-derived
antibodies were used to generate a great deal of information
regarding antibody structure and sequence. When a means
was developed by which to generate these tumors artificially
in mice, data from human tumors were supplemented with
information derived from laboratory-generated murine cell
lines, many of which are still in use to this day.

Both tumor-derived and purified serum antibodies
were also used as antigens, and the anti-immunoglobulin
antibodies so derived proved to be extraordinarily useful
in the elucidation of antibody structure. Antibodies, or
antibody fragments derived from one animal species (for
example, a rabbit), can be injected into a second species
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FIGURE 3-22 General structures of the five major classes
of antibodies. Light chains are shown in lighter shades, disulfide
bonds are indicated by thick black lines. Note that the IgG, IgA, and
IgD heavy chains contain four domains and a hinge region, whereas
the IgM and IgE heavy chains contain five domains but no hinge
region. The polymeric forms of IgM and IgA contain a polypeptide,

(for example, a goat), or even into another animal of the
same species, in which the antibody or antibody fragment
will serve as an antigen. Box 3-1 describes the series of
experiments in which antibodies made against isolated
proteolytic fragments of immunoglobulin molecules were
used to help determine immunoglobulin structure. To
understand these experiments, and many others that also
use antibodies directed against whole immunoglobulins or
against immunoglobulin fragments, it is important to have
a good grasp of the nature of the antigenic determinants
on immunoglobulin molecules. An antigenic determi-
nant is defined as a region of an antigen that makes con-
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Disulfide

called the J chain, that is linked by two disulfide bonds to the Fc
region in two different monomers. Serum IgM is always a pentamer;
most serum IgA exists as a monomer, although dimers, trimers, and
even tetramers are sometimes present. Not shown in these figures
are intrachain disulfide bonds and disulfide bonds linking light and
heavy chains (see Figure 3-23).

tact with the antigen-combining region on an antibody.
The different types of antibodies that recognize immuno-
globulin determinants are described in Table 3-3.
Anti-isotype antibodies are directed against antigenic
determinants present on the constant region of one par-
ticular heavy- or light-chain class of antibody, but not on
any of the others. For example, an anti-isotype antibody
may bind only to human w heavy chains, but not to human
3, ¥, a, or € constant regions. Alternatively, it may bind to
Kk but not to \ light chains. Thus, an anti-isotype antibody
binds only to a single antibody constant region class or
subclass. Anti-isotype antibodies are usually specific for



88 PART | | Introduction

TABLE 3-3

Type of Antibody

What it recognizes

Antibodies that recognize other antibodies

Anti-Fab (Fragment, antigen-binding)

Anti-Fc (Fragment, crystallizable)

Anti-isotype
Anti-allotype

Anti-idiotype

N

Papain-generated fragment of antibodies consisting of the V,C1-V,C, domains
Papain-generated fragment of antibodies consisting of the paired C;2C3 (and, for IgM
and IgE, C44) domains

Antigenic determinants specific to each heavy chain class

Antigenic determinants that are allele specific—small differences in the constant region
of light and heavy chains that vary among individuals

Antigenic determinants characteristic of a particular antigen combining site. Each anti-
body will have its own characteristic idiotypic determinants made up of residues from
the heavy and light chains that contribute to the antigen-binding regions.

determinants present on the constant region of antibod-
ies from a particular species of animal, although some
cross-reactivity among related species—for example, mice
and rats—may occur.

Some heavy- or light-chain genes occur in multiple allelic
forms, and alternative allelic forms of the same isotype are
referred to as allotypes. Generally, two antibodies with allo-
typic differences will vary in just a few residues of one of the
immunoglobulin chains, and these residues constitute the
allotypic determinants. Anti-allotype antibodies are
generated by immunizing an individual of one species with
antibodies derived from a second animal of the same species
bearing an alternative form (allele) of the particular immu-
noglobulin gene. After an immune response has occurred,
the investigator purifies or selects those antibodies that rec-
ognize the allotypic determinants from the immunized indi-
vidual. Anti-allotype antibodies are used, for example, to
trace particular cell populations in experiments in which B
cells from a strain of animals bearing a particular allotype
are transferred into a second strain that differs in immuno-
globulin allotype.

Finally, antibodies directed against the antigen-binding
site of a particular antibody are referred to as anti-idiotypic
antibodies. They can be generated by immunizing an animal
with large quantities of a purified monoclonal antibody,
which, by definition, bears a single antigen-binding site.
Those antibodies from the immunized animal that recognize
the antigen-binding site of the original antibody can then be
purified. Anti-idiotypic antibodies were used in the initial
experiments that proved that the B-cell receptor had the
same antigen-binding site as the antibody secreted by that B
cell, and they are now used to follow the fate of B cells bear-
ing a single receptor specificity in immuno-localization
experiments.

As described above, treatment of whole antibody mole-
cules with the enzyme papain cleaves the antibody mole-
cule at the hinge region and releases two antigen-binding

Fab fragments and one Fc fragment per antibody molecule.
Anti-Fab antibodies and anti-Fc antibodies are made by
immunizing a different species of animal from that which
provided the antibody fragments with Fab or Fc fragments,
respectively.

Each of the Domains of the Antibody Heavy
and Light Chains Mediate Specific Functions

Antibodies protect the host against infection, by binding to
pathogens and facilitating their elimination. Antibodies of
different heavy-chain classes are specialized to mediate par-
ticular protective functions, such as complement activation
(Chapter 6), pathogen agglutination, or phagocytosis (Chap-
ter 13), and each different domain of the antibody molecule
plays its own part in these host defense mechanisms. Here we
briefly examine the structure of each of the antibody heavy-
chain domains in turn, beginning with the Cyl and C
domains, which are those proximal to the Vi; and V| domains
respectively (see Figure 3-20).

Cyx1 and C, Domains

As discussed above, the strength (avidity) of receptor bind-
ing to antigen is greatly enhanced by receptor multivalency.
Antibodies have evolved to take advantage of this property
by employing two antigen-binding sites, each of which can
bind to individual determinants on multivalent antigens,
such as are found on bacterial surfaces. The Cyl and C;
domains serve to extend the antigen-binding arms of the
antibody molecule, facilitating interactions with multiva-
lent antigens and maximizing the ability of the antibody to
bind to more than one site on a multivalent antigen. An
interchain disulfide bond between these two domains
holds them together and may facilitate the ability of some
V-V pairs to hold on to one another and form a stable
combining site.
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FIGURE 3-23 General structure of the four subclasses of human IgG, which differ in the number and arrangement of the inter-
chain disulfide bonds (thick black lines) linking the heavy chains. A notable feature of human IgG3 is its 11 interchain disulfide bonds.

The Hinge Regions

The v, 9, and « heavy chains contain an extended peptide
sequence between the Cyl and Cy2 domains that has no
homology with the other domains (see Figures 3-20 and
3-22). This so-called hinge region is rich in proline residues,
rendering it particularly flexible, and as a consequence, the
two antigen-binding arms of IgG, IgD, and IgA antibodies
can assume a wide variety of angles with respect to one

FIGURE 3-24 cCarbohydrate residues, shown in pink,
prevent close contact between the CH, domains of human
IgG1. [PDBID 1IGT)

another, which facilitates efficient antigen binding. The
extended nature of the amino acid chain in the hinge region
contributes to the vulnerability of this part of the molecule
to protease cleavage, a vulnerability that was ingeniously
exploited in the early experiments that characterized anti-
body structure (see Box 3-1).

In addition to these proline residues, the hinge region
also contains a number of cysteines, which participate in
heavy-chain dimerization. The actual number of interchain
disulfide bonds in the hinge region varies considerably
among different heavy-chain classes and subclasses of anti-
bodies (Figure 3-23) as well as between species. Lacking a
hinge region, the heavy chains of IgE make their inter-heavy
chain disulfide bonds between the C;1 and Cy;3 domains. In
IgM, disulfide bonds bridge the pairs of heavy chains at the
level of Cy3 and Cy4. Although p and & chains have no
hinge regions, they do have an additional immunoglobulin
domain that retains some hingelike qualities.

Carbohydrate Chains

The two Cy2 domains of «, 8, and <y chains and the two Cy3
domains of p and & chains are separated from their partner
heavy-chain domains by oligosaccharide side chains that pre-
vent the two heavy chains from nestling close to one another
(Figure 3-24). As a result, the paired domains are significantly
more accessible to the aqueous environment than other con-
stant region domains. This accessibility is thought to contrib-
ute to the ability of IgM and IgG antibodies to bind to
complement components. Immunoglobulins are in general
quite extensively glycosylated, and some antibodies even have
carbohydrates attached to their light chains.

The Carboxy-Terminal Domains

The five classes of antibodies can be expressed as either
membrane or secreted immunoglobulin. Secreted antibodies
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FIGURE 3-25 Membrane vs. secreted forms of immuno-
globulin are created by alternative mRNA splicing. The dark
blue boxes correspond to the mRNA transcript sections of the rear-
ranged variable region sequences, and the light-blue boxes corre-
spond to the parts of the mRNA transcript corresponding to the
individual constant region domains of the heavy-chain genes. The
IgM gene, shown here, contains one variable region and four con-
stant region exons. The pink segment represents the transcript

have a hydrophilic amino acid sequence of various lengths at
the carboxyl terminus of the final Cy; domain. In membrane-
bound immunoglobulin receptors, this hydrophilic region is
replaced by three regions (Figure 3-25):

o An extracellular, hydrophilic “spacer” sequence of
approximately 26 amino acids

A hydrophobic transmembrane segment of about 25
amino acids

o A very short, approximately three amino acid,
cytoplasmic tail

B cells express different classes of membrane immuno-
globulin at particular developmental stages and under differ-
ent stimulatory conditions. Immature, pre-B cells express
only membrane IgM. Membrane IgD co-expression along
with IgM is one of the markers of differentiation to a fully
mature B cell that has yet to encounter antigen. Following
antigen stimulation, IgD is lost from the cell surface, and the
constant region of the membrane and secreted immuno-
globulin can switch to any one of the other isotypes. The
antibody class secreted by antigen-stimulated B cells is
determined by cytokines released by T cells and antigen
presenting cells in the vicinity of the activated B cell. Anti-
bodies of different heavy-chain classes have selective affini-
ties for particular cell surface Fc receptors, as well as for
components of the complement system. The effector func-
tions of particular antibody classes are further discussed in
Chapters 6 and 13.

[ -

| B

Membrane-bound form

Y
-y

Membrane-bound segments

encoding the C-terminal portion of the secreted immunoglobulin.
The green segments represent the transcript encoding the C-termi-
nal portions of the membrane-bound immunoglobulin receptor,
including the transmembrane and cytoplasmic regions. Alternative
splicing creates the two different types of immunoglobulin mole-
cules. Membrane-bound and secreted immunoglobulins on any
one B cell share the identical antigen-binding regions and most of
the heavy-chain sequences.

X-ray Crystallography Has Been Used to
Define the Structural Basis of Antigen-
Antibody Binding

Crystallography has been used to explore the nature of
antigen-antibody binding for a large number of antibodies
and has demonstrated that either or both chains might pro-
vide the majority of contact residues with any one antigen.
Thus, some antibodies bind to the antigen mainly via con-
tacts with heavy-chain variable region residues, with the
light chain merely providing structural support to the bind-
ing site; for other antigen-antibody interactions, the oppo-
site is true. Still other antibodies use residues from both
chains to directly contact the antigen. In most cases, though,
contacts between antigen and antibody occur over a broad
face and protrusions or depressions in the antibody surface
are likely to be matched by complementary depressions or
protrusions in the antigen. Figure 3-26 illustrates the bind-
ing of an antibody to the tip of the influenza hemagglutinin
molecule. In another well-studied case of an antibody bind-
ing to the protein lysozyme, the surface area of interaction
was shown to be quite large, ranging in different antibody-
lysozyme pairs from 650 to 900 square Angstroms. Given the
tight binding between an antibody and its complementary
antigen, it should not be surprising that, at least in some
cases, binding of antigen to antibody induces a conforma-
tional change in the antibody, which can be visualized by
x-ray crystallography (Figure 3-27).
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FIGURE 3-26 Computer simulation of an interaction between antibody and influenza virus antigen. (a) The antigen (yellow) is
shown interacting with the antibody molecule; the variable region of the heavy chain is red, and the variable region of the light chain is blue.
(b) The complementarity of the two molecules is revealed by separating the antigen from the antibody by 8 A. [Based on x-ray crystallography data
collected by P. M. Colman and W. R. Tulip. From G.J.V.H. Nossal, 1993. Scientific American 269(3):22.]

FIGURE 3-27 Conformational change can occur on bind-
ing of antigen to antibody. This figure shows a complex between
a peptide derived from HIV protease and an Fab fragment from an
anti-protease antibody. The peptide is shown in black. The red line
shows the structure of the Fab fragment before it binds the peptide,
and the blue line shows its structure after binding. There are signifi-
cant conformational changes in the CDRs of the Fab on binding to
the antigen. These are especially pronounced in the light chain CDR1
(L1) and the heavy chain CDR3 (H3). [From J. Lescar et al, 1997, Journal of
Molecular Biology 267:1207; courtesy of G. Bentley, Institute Pasteur.]

Signal Transduction in B Cells

|

Having described the structure of antibody molecules and their
membrane-bound form, the B-cell receptor (BCR), we now
turn our attention to BCR function. Recall that the structure of

the BCR is identical to that of the antibodies that the cell will
secrete on antigen stimulation, with the exception of the
C-terminal portion of the heavy chain; this portion is modified
so as to anchor the receptor into the B-cell plasma membrane.
Prior to antigen recognition, mature B cells residing in the
secondary lymphoid tissues, such as the spleen or lymph
nodes, express membrane-bound forms of both IgM and IgD.

As described above, the cytoplasmic tail of the BCR heavy
chain is extremely short—only three amino acids—and so one
of the puzzles that had to be solved by those exploring BCR-
mediated antigen activation was how such a short cytoplasmic
tail could efficiently pass a signal into the cytoplasm. This
problem was solved when co-immunoprecipitation experi-
ments revealed that each BCR molecule was noncovalently
associated with a heterodimer, Iga/IgP (see Figure 3-7a), that
is responsible for transducing the antigen signal into the inte-
rior of the cell. Recall that Iga/IgB chains contain ITAMs,
which include tyrosine residues that become phosphorylated
on activation through the receptor, and serve as docking resi-
dues for downstream signaling components. The BCR is
therefore structurally and functionally divided into two com-
ponents: a recognition component (the immunoglobulin
receptor) and a signal transduction component (Iga/IgB).

In previous sections of this chapter, we described some
general principles of signal transduction and outlined three
commonly employed signal transduction pathways (see Over-
view Figure 3-5). In this section, we show how those principles
apply to the intracellular events that follow upon antigen-
receptor interactions in B cells.

Antigen Binding Results in Docking of Adapter
Molecules and Enzymes into the BCR-Iga/Igf3
Membrane Complex

Antigen binding induces conformational alterations in the
BCR, which expose regions in the Cu4 domains of the
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FIGURE 3-28 Signal transduction pathways emanating
from the BCR. Antigen-mediated receptor clustering into the
lipid raft regions of the membrane leads to src-family kinase
phosphorylation of the co-receptors Iga/IgB and CD19, the
adapter proteins BLNK and BCAP, and the tyrosine kinase, Syk.
BCAP and CD19 recruit PI3 kinase to the membrane with genera-
tion of PIP; and subsequent localization of PDK1 and Akt to the
membrane. Phosphorylation by Akt enhances cell survival and
leads to activation of the transcription factors NF-kB and CREB as

receptor heavy chains. Interactions between neighboring
receptor molecules through these domains seed receptor
oligomerization (formation of small clusters of antigen-
receptor complexes) and subsequent movement of these
receptor clusters into specialized lipid raft regions of the B-cell
membrane. There, the ITAM residues of Iga/Igf are brought
into close proximity with the Src-family kinases Lyn (Fig-
ure 3-28), Fyn, and Blk. Tyrosine phosphorylation of the
Iga/IgB ITAM residues by these Src-family kinases, particu-
larly Lyn, then provides attachment sites for the adapter pro-
tein BLNK and an additional tyrosine kinase, Syk, which is
phosphorylated and activated by the Src-family kinases. Syk

described. Activation of the B cell isoform of PLC, PLCy2 occurs
on binding to the membrane-localized adapter, BLNK and phos-
phorylation by Syk, resulting in the generation of DAG and IP;,
with activation of the NFAT and NF-kB pathways as described in
the text. MAP kinase pathways are activated through the binding
of Grb2 to BLNK, with subsequent activation of Ras and through
the activation of the GEF protein VAV which activates Rac.
[Adapted from M. E. Conley et al. 2009. Annual Reviews of Immunology
27:199-227]

then phosphorylates BLNK, providing docking sites for mul-
tiple downstream components of the signaling pathway. The
adapter protein BCAP and CD19, the B-cell co-receptor, are
also phosphorylated by these tyrosine kinases and serve to
recruit the enzyme PI3 kinase to the plasma membrane.

B Cells Use Many of the Downstream Signaling
Pathways Described Above
The downstream signaling pathways used by the BCR will now

be familiar. The tyrosine kinases Syk and Btk together phos-
phorylate and activate PLCy2, which hydrolyzes PIP,, as
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described above. The resultant increase in intracytoplasmic
Ca’" concentrations induces the activation of calcineurin and
the movement of NFAT into the nucleus (see Figure 3-14). The
other product of PIP, hydrolysis, DAG (see Figure 3-12),
remains in the membrane and binds the B-cell isoform of pro-
tein kinase C, leading to the phosphorylation and release of the
NEF-kB inhibitor as described above for T cells (see Figure 3-17).
This results in the nuclear localization and activation of NFkB.

Additional downstream effector pathways elicit the many
other changes that take place upon B-cell activation. For
example, PI3 kinase, now localized at the membrane, phos-
phorylates PIP, to PIP; (see Figure 3-11), allowing the
recruitment of the PH domain-containing proteins PDK1
and Akt. On phosphorylation by the serine-threonine kinase
PDK1, Akt promotes cell survival by phosphorylating and
inactivating pro-apoptotic molecules such as Bax and Bad. It
also phosphorylates and further activates the transcription
factors NF-kB and CREB, which both support proliferation,
differentiation, and survival functions of the activated B cells.

The MAP kinase pathway (see Figure 3-16) is also acti-
vated during B-cell activation. Grb2 attachment to BLNK

CHAPTER 3 93

brings about the binding of the GEF SOS, followed by the
binding and activation of Ras, as described above. Similarly,
Rac, another small monomeric G protein of the Ras family,
is activated by binding to the GEF protein Vav. Ras and Rac
are both small G proteins that act to initiate MAP kinase
signaling pathways. As described above, activation of the
MAP kinase pathway culminates in the expression of the
phosphorylated transcription factor Elk. In B cells, Elk pro-
motes the synthesis of the transcription factor Egr-1, which
acts to induce alterations in the cell-surface expression of
important adhesion molecules, and ultimately serves to aid
B lymphocyte migration into and within the secondary lym-
phoid tissues. Downstream effectors from Rac promote actin
polymerization, further facilitating B-cell motility.

In conclusion, antigen binding at the BCR leads to mul-
tiple changes in transcriptional activity, as well as in the
localization and motility of B cells, which together result in
their enhanced survival, proliferation, differentiation, and
eventual antibody secretion. As exemplified in Box 3-2,
defects in proteins involved in B-cell signaling can lead to
immunodeficiencies.

CLINICAL FOCUS

Box 3-2

Defects in the B-Cell Signaling Protein Btk Lead to X-Linked
Agammaglobulinemia

The characterization of the pro-
teins necessary for B- and T-cell signaling
opened up new avenues of exploration
for clinicians working with patients suffer-
ing from immunodeficiency disorders. Cli-
nicians and immunogeneticists now work
closely together to diagnose and treat
patients with immunodeficiencies, to the
benefit of both the clinical and the basic
sciences.

Characterization of the genes responsi-
ble for disorders of the immune system is
complicated by the fact that antibody
deficiencies may result from defective
genes encoding either T- or B-cell proteins
(since T cells provide helper factors neces-
sary for B-cell antibody production), or even
from mutations in genes encoding proteins
in stromal cells important for healthy B-cell
development in the bone marrow. How-
ever, no matter what the cause, all antibody
deficiencies manifest clinically in increased
susceptibility to bacterial infections, partic-
ularly those of the lung, intestines, and (in
younger children) the ear.

In 1952, a pediatrician, Ogden Bruton,
reported in the journal Pediatrics the case
of an eight-year-old boy who suffered from
multiple episodes of pneumonia. When
the serum of the boy was subjected to
electrophoresis, it was shown to be com-
pletely lacking in serum globulins, and his
disease was therefore named agamma-
globulinemia. This was the firstimmunode-
ficiency disease for which a laboratory
finding explained the clinical symptoms,
and the treatment that Bruton applied—
administering subcutaneous injections of
gamma globulin—is still used today. As
similar cases were subsequently reported,
it was noted that most of the pediatric
cases of agammaglobulinemia occurred in
boys, whereas when the disease was
reported in adults, both men and women
appeared to be similarly affected. Careful
mapping of the disease susceptibility to
the X chromosome resulted in the pediat-
ric form of the disease being named XLA,
for X-linked agammaglobulinemia.

With the characterization of the BCR
signal transduction pathway components

in the 1980s and 1990s came the opportu-
nity to define which proteins are damaged
or lacking in particular immunodeficiency
syndromes. In 1993, 41 years after the initial
description of the disease, two groups
independently reported that many cases
of XLA resulted from mutations in a cyto-
plasmic tyrosine kinase called Bruton'’s tyro-
sine kinase, or Btk; at this point, we now
know that fully 85% of patients affected

with XLA have mutations in the Btk gene.
Btk is a member of the Tec family of
cytoplasmic tyrosine kinases, which are
predominantly expressed in hematopoietic
cells. Tec family kinases share a C-terminal
kinase domain, preceded by SH2 and SH3
domains, a proline-rich domain, and an
amino-terminal PH domain, capable of
binding to PIP; phospholipids generated by
PI3 kinase activity. Btk is expressed in both B
cells and platelets and is activated following
signaling through the BCR, the pre-BCR
(which is expressed in developing B cells),
the IL-5 and IL-6 receptors, and also the
CXCR4 chemokine receptor. Its involve-
ment in pre-BCR signaling explains why
(continued)
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children with XLA suffer from defective
B-cell development.

Following activation, Btk moves to the
inner side of the plasma membrane, where
it is phosphorylated and partially activated
(see Figure 3-28). Activation is completed
when it autophosphorylates itself at a sec-
ond phosphorylation site. Btk binds to the
adapter protein BLNK, along with PLCy2.
Btk then phosphorylates and activates
PLCy2, leading, as described, to calcium
flux and activation of the NF-kB and NFAT
pathways. Btk therefore occupies a central
position in B-cell activation, and it is no
surprise that mutations in its gene result in
such devastating consequences.

Over 600 different mutations have
been identified in the btk gene, with the
vast majority of these resulting from sin-
gle base pair substitutions, or the inser-
tion or deletion of less than five base pairs.
As for other X-linked mutations that are
lethal without medical intervention, XLA
disease is maintained in the population by
the generation of new mutations.

Patients with XLA are usually healthy in
the neonatal (immediately after birth)
period, when they still benefit from mater-
nal antibodies. However, recurrent bacte-
rial infections begin between the ages of
3 months and 18 months, and currently
the mean age at diagnosis in North
America is 3 years. XLA is a so-called “leaky”
defect; almost all children with mutations
in btk have some serum immunoglobulin,
and a few B cells in the peripheral circula-
tion. The prognosis for patients who are
treated with regular doses of gamma
globulin has improved dramatically over

Introduction

The B cells in patients with XLA have a
distinctive phenotype that can be used for
diagnostic purposes. CD19 expression is
low and variable in patients with XLA,
whereas membrane IgM expression, nor-
mally variable in mature B cells, is relatively
high and consistent in patients with XLA.
This phenotype can be observed in Figure
1, which shows the flow cytometric pro-
files of a normal control individual (left two
graphs) and a patient with a defective btk
gene (right two graphs). In the top two
plots, we note that the XLA patient has
very few CD19% B cells compared with
the control and that the levels of CD19 on
the surface of those B cells that do exist are
lower than those of the control cells. In the
lower two plots, we note that, although

Control

Box 3-2

there are fewer CD19" B cells overall in the
btk-compromised patient, all of those
CD19" B cells have relatively high levels of
surface IgM, whereas the levels of mem-
brane IgM are much more variable in the
healthy controls.

Bruton, O. C. 1952. Agammaglobulinemia. Pedi-
atrics 9:722-728.

Conley, M. E, et al. 2009. Primary B cell immuno-
deficiencies: Comparisons and contrasts.
Annual Review of Immunology 27:199-227.

Tsukuda, S., et al. 1993. Deficient expression of
a B cell cytoplasmic tyrosine kinase in
human X-linked agammaglobulinemia. Cell
72:279-290

Vetrie, D, et al. 1993. The gene involved in
X-linked agammaglobulinemia is a member
of the src family of protein tyrosine kinases.
Nature 361:226-233.
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the last 25 years, with the use of prophy-
lactic injections of gamma globulin.

B Cells Also Receive Signals Through
Co-Receptors

The immunoglobulin receptor on the B cell membrane is
noncovalently associated with three transmembrane mole-
cules: CD19, CD21, and CD81 (TAPA-1) (see Figure 3-7a).
Antigens are sometimes presented to the BCR already cova-
lently bound to complement proteins, in particular to the
complement component C3d. (The complement cascade is

FACS profiles of a normal individual and an XLA patient. [Adapted from Conley et al. 2009,
Annual Review of Immunology 27:199.]

discussed in Chapter 6.) The B-cell co-receptor CD21 spe-
cifically binds to C3d, on C3d-coated antigens. This co-
engagement of the BCR and CD21 brings the co-receptor
and the BCR into close apposition with one another. When
this happens, tyrosine residues on the cytoplasmic face of
the co-receptor become phosphorylated by the same
enzymes that phosphorylate the ITAMs on Iga/Igf, provid-
ing sites of attachment for PI3 kinase. As illustrated in Figure
3-28, localization of PI3 kinase to the co-receptor enhances
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both cell survival and the alterations in the transcriptional
program that accompany cell activation. CD19 also serves as
an additional site of recruitment of PLCry.

T-Cell Receptors and Signaling

I

T cells bind complex antigens made up of peptides located
in the groove of membrane-bound MHC proteins. When
the T-cell receptor makes contact with its MHC-peptide
antigen on the surface of an antigen-presenting cell, the
two cell membranes are brought into close apposition with
one another. This adds an additional layer of complexity to
the process of T-cell activation that finds no parallel in
B-cell signaling. Notwithstanding this additional complex-
ity, the events of T-cell activation still unfold according to
a mix of the strategies described above, and bear many
similarities to B-cell receptor signaling. Here, we briefly
describe T-cell receptor structure and then turn to a char-
acterization of the signaling routes through this receptor.
In Box 3-3, we provide a description of the experiments
that resulted in the isolation and characterization of the
a3TCR.

The T-Cell Receptor is a Heterodimer with
Variable and Constant Regions

There are two types of T-cell receptors, both of which are
heterodimers (dimers made up of two different polypep-
tides). The majority of recirculating T cells bear a3 het-
erodimers, which bind to ligands made up of an antigenic
peptide presented in a molecular groove on the surface of
a type I or type II MHC molecule. A second subset of T
cells instead expresses a heterodimeric T-cell receptor
composed of a different pair of protein chains, termed vy
and 3. T cells bearing yd receptors have particular localiza-
tion patterns (often in mucosal tissues) and some yd T cells
recognize different types of antigens from those bound by
af T cells. Although some y3 T cells recognize conven-
tional MHC-presented peptide antigens, other yd T cells
bind lipid or glycolipid moieties presented by noncanonical
MHC molecules. Yet other yd T-cell clones appear to rec-
ognize self-generated heat shock proteins or phospho-
antigens derived from microbes. A unified theory of the
precise nature of antigens recognized by yd T cells remains
elusive. However, this ability of y3 T cells to break the rules
of MHC restriction may account for the evolution of a
slight difference in the angle between the antigen-binding
and constant regions of the T-cell receptor, which is appar-
ent in an x-ray crystallographic analysis of the two types of
receptor (Figure 3-29). Notwithstanding these functional
differences in the a3 versus the yd receptors, their essential
biochemistry is quite similar.

For the remainder of this chapter, we focus on the struc-
ture and signaling of the dominant a3 TCR type, recognizing
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that minor differences may exist between the two types of
receptors and their downstream components.

Although the TCR is not an immunoglobulin per se, the
TCR proteins are members of the immunoglobulin super-
family of proteins and therefore the domain structures of
afy and y8 TCR heterodimers are strikingly similar to
those of the immunoglobulins (see Figure 3-19). The «
chain has a molecular weight of 40-50 kDa, and the
chain’s is 40-45 kDa. Like the antibody light chains, the
TCR chains have two immunoglobulin-like domains, each
of which contains an intrachain disulfide bond spanning 60
to 75 amino acids. The Ca domain of the TCR differs from
most immunoglobulin domains in that it possesses only a
single B sheet, rather than a pair, and the remainder of the
sequence is more variably folded. The amino-terminal
(variable) domain in both chains exhibits marked sequence
variation, but the sequences of the remainder of each chain
are conserved (constant). Each of the TCR variable domains
has three hypervariable regions, which appear to be equiv-
alent to the complementarity-determining regions (CDRs)
in immunoglobulin light and heavy chains. A fourth
hypervariable region on the TCRP chain does not appear
to contact antigen, and its functional significance is there-
fore uncertain.

At the C-terminal end of the constant domain, each
TCR chain contains a short connecting sequence, in which
a cysteine residue forms a disulfide link with the other
chain of the heterodimer. C-terminal to this disulfide is a
transmembrane region of 21 or 22 amino acids, which
anchors each chain in the plasma membrane. The trans-
membrane domains of the TCR o and 3 chains are unusual
in that they each contain positively charged amino acid
residues that promote interaction with corresponding
negatively charged residues on the chains of the signal-
transducing CD3 complex. Finally, like BCRs, each TCR
chain contains only a very short cytoplasmic tail at the
carboxyl-terminal end.

V domains

C domains

FIGURE 3-29 Comparison of the crystal structures of vd
and af3 TCRs. The difference (highlighted with black lines) in the
elbow angle between the 8 and o3 forms of the TCR.
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O\ The Discovery of the a3 T-Cell Receptor

Once scientists had established
that the BCR was simply a membrane-
bound form of the secreted antibody,
the elucidation of BCR structure became
a significantly more tractable problem.

1
Generation of a T cell hybridoma

with known antigen specificity

Immunize mouse

Wait several days
Remove lymph nodes

with ovalbumin (OVA)

However, investigators engaged in char-
acterizing the T-cell receptor (TCR) did
not enjoy the same advantage, as the
TCR is not secreted in soluble form.
Understanding of TCR biochemistry

4

therefore lagged behind that of the BCR
until the 1980s, when an important sci-
entific breakthrough—the ability to
make monoclonal antibodies from artifi-
cially constructed B-cell tumors, or

Production of antibodies that bind
to TCR on the T cell hybridoma

Culture lymph node cell T cells with OVA

Add polyethylene glycol
to induce fusion of
antigen-specific T cells
with long-lived T cell line

6>Dilute out fused cells so that each well
contains a single T cell hybridoma.

Allow cells to divide to form clones and
test each clone for its ability to secrete IL-2
when stimulated with ovalbumin

peptides. Grow up individual clones

of T cell hybridomas that recognize OVA.

FIGURE 1

Immunize a new mouse with
cells from an OVA-specific
T cell hybridoma

Wait several days
Isolate spleen

Fuse B cells from spleen
with long-term B cell line

Selection and expansion of those long-term B cell
clones that secrete monoclonal antibodies that bind
to the T cell hybridoma

Collect monoclonal antibodies that bind to T cell lines

The generation of antibodies specific for the TCR
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hybridomas—made the analysis of the
TCR more technically feasible.

A hybridomais a fusion product of two
cells. B-cell hybridomas are generated by
artificially fusing antibody-producing,
short-lived lymphocytes with long-lived
tumor cells in order to generate long-lived
daughter cells secreting large amounts of
monoclonal antibodies. (The term mono-
clonal refers to the fact that all of the cells
in a given hybridoma culture are derived
from the single clone of cells, and there-
fore carry the same DNA; details of the
technology are described in Chapter 20.)
Although this technique was first devel-
oped for the generation of long-lived B
cells, scientists working in the laboratory
of John Kappler and Philippa Marrack also
applied it to T lymphocytes.

The researchers began by immunizing
a mouse with the protein ovalbumin
(OVA), allowing OVA-specific T cells to
divide and differentiate for a few days, and
then harvesting the lymph nodes from
the immunized animal. To enrich their
starting population with as many OVA-
specific T cells as possible, they cultured
the harvested lymph node cells in vitro
with OVA for several hours (Figure 1, step 1).

After some time in culture, they fused
these activated, OVA-specific T cells with
cells derived from a T-cell tumor (Figure 1,
step 2), thus generating a number of
long-lived T-cell hybridoma cultures
that recognized OVA peptides in the con-
text of the MHC of the original mouse, an
MHC allele called H-2° They then diluted
out the fused cells in each culture, gener-
ating several T-cell hybridoma lines in
which all the cells in an individual hybrid-
oma line derived from the product of a
single fusion event (Figure 1, step 3). This
is referred to as cloning by limiting dilu-
tion. In this way, they isolated a T-cell
hybridoma that expressed a TCR capable
of recognizing a peptide from OVA, in the
context of MHC Class 2 proteins from
mice of the H-29 strain.

These T cells could now be used as
antigens and injected into a mouse (Figure
1, step 4). The spleen of this mouse was
removed a few days later, and the mouse B
cells were fused with B lineage tumor cells
(Figure 1, step 5). After culturing to stabilize
the hybrids, the investigators cloned the
B-cell hybridomas and selected a B-cell
hybridoma line that produced monoclonal
antibodies that bound specifically to the

Identification of monoclonal antibody that interferes
with antigen recognition by T cell hybridoma cells

Mixing T cell hybridoma
with OVA-presenting
cells in absence of
antibody results in T
hybridoma proliferation

Mixing T cell hybridoma m ]
with OVA-presenting
cells in presence of
antibody results in no T
hybridoma proliferation
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T-cell hybridoma (Figure 1, step 6). Most
important, these antibodies interfered with
the T cell’s ability to recognize its cognate
antigen (Figure 1, step 7). The fact that this
monoclonal antibody inhibited TCR anti-
gen binding suggested that the antibody
was binding directly to the receptor, and
competing with the antigen for TCR bind-
ing. They then used these antibodies to
immunoprecipitate the TCR from deter-
gent-solubilized membrane preparations
and purify the TCR protein (Figure 1, step 8).
Concurrent with these experiments,
the laboratories of Stephen Hedrick and
Mark Davis at NIH and Tak Mak in Toronto
had been making headway searching for
the genes encoding the T-cell receptor.
These experiments, as well as subsequent
work by Susumu Tonegawa, which com-
pleted the identification of the TCR genes,
are described in detail in Chapter 7.
Haskins et al. 1983. The major histocompatibil-
ity complex-restricted antigen receptoron T
cells. I. Isolation with a monoclonal anti-

body. The Journal of Experimental Medicine
157:1149-1169.

Haskins et al. 1984. The major histocompati-
bility complex-restricted antigen receptor
on T cells. Annual Review of Immunology
2:51-66.

The two chains of the o3 receptor
can be seen in lane 1 of the gel,
running on top of one another at
approximately 40-45 kDa. The two
higher molecular weight bands seen
in this lane were shown to represent
non-specific bands.

&—— 45 kDa of TCR bands
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The T-Cell Signal Transduction Complex
Includes CD3

Just as B-cell signaling requires the participation of the
Iga/IgB signal transduction complex, signaling through the
TCR depends on a complex of proteins referred to collectively
as CD3 (Figure 3-30). The CD3 complex is made up of three
dimers: a de (delta epsilon) pair, a 'ye (gamma epsilon) pair,
and a third pair that is made up either of two CD3( (zeta)

molecules or a {n) (zeta, eta) heterodimer. (Note that the CD3
v and 8 chains are different from the chains that make up the
v0 TCR.) Like Iga and Ig@, the cytoplasmic tails of the CD3
molecules are studded with ITAM sequences that serve as
docking sites for adapter proteins following activation-
induced tyrosine phosphorylation. Each of the CD3 dimers
contains negatively charged amino acids in its transmembrane
domain that form ionic bonds with the positively charged
residues on the intramembrane regions of the T-cell receptor.
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FIGURE 3-30 Schematic diagram of the TCR-CD3 com-
plex, which constitutes the T-cell antigen-binding receptor.
(@) Components of the CD3 complex include the {{ homodimers
(alternately, a {m heterodimer) plus ye and &e heterodimers. The
external domains of the +y, 8, and € chains of CD3 consist of immuno-
globulin folds, which facilitates their interaction with the T-cell recep-
tor and with each other. The long cytoplasmic tails of the CD3 chains
contain a common sequence, the /mmunoreceptor Tyrosine-based
Activation Motif (ITAM), which functions in signal transduction; these
sequences are shown as blue boxes. (b) lonic interactions also may
occur between the oppositely charged transmembrane regions in
the TCR and CD3 chains. Proposed interactions among the CD3 com-
ponents and the a3 TCR are shown. [Adapted from M. E. Call and K. W.
Wucherpfenning, 2004. Molecular mechanisms for the assembly of the T cell
receptor-CD3 complex. Molecular Immunology 40:1295.]



Receptors and Signaling: B and T-Cell Receptors

| CHAPTER 3 99

L).1IR R Selected T cell accessory molecules participating in T-cell signal transduction
FUNCTION
Name Ligand Adhesion Signal Member of
transduction Ig superfamily
CDh4 Class I MHC + + +
cD8 Class | MHC + + +
CD2 (LFA-2) CD58 (LFA-3) + + +
CD28 CD80, CD86 ? + +
CTLA-4 CD80, CD86 ? + -
CD45R D22 + + +
CD5 CD72 ? + -

N

The T Cell Co-receptors CD4 and CD8
Also Bind the MHC

The T-cell receptor is noncovalently associated with a
number of accessory molecules on the cell surface (Table
3-4). However, the only two such molecules that also rec-
ognize the MHC-peptide antigen are CD4 and CD8. Recall
that mature T cells can be subdivided into two populations
according to their expression of CD4 or CD8 on the
plasma membrane. CD4" T cells recognize peptides that
are combined with class II MHC molecules, and function
primarily as helper or regulatory T cells, whereas CD8"* T
cells recognize antigen that is expressed on the surface of
class I MHC molecules, and function mainly as cytotoxic
T cells.

CD4 is a 55 kDa monomeric membrane glycoprotein
that contains four extracellular immunoglobulin-like
domains (D,-D,), a hydrophobic transmembrane region,
and a long cytoplasmic tail containing three serine resi-
dues that can be phosphorylated (Figure 3-31). CD8 takes
the form of a disulfide-linked a3 heterodimer or aa
homodimer. (These are not the same as the o and B
chains that constitute the TCR heterodimer.) Both the «
and 3 chains of CD8 are small glycoproteins of approxi-
mately 30 to 38 kDa. Each chain consists of a single,
extracellular, immunoglobulin-like domain, a stalk
region, a hydrophobic transmembrane region, and a cyto-
plasmic tail containing 25 to 27 residues, several of which
can be phosphorylated.

The extracellular domains of CD4 and CD8 bind to con-
served regions of MHC class IT and MHC class I molecules
respectively (see Figure 3-7b). The co-engagement of a single
MHC molecule by both the TCR and its CD4 or CD8 co-
receptor enhances the avidity of T-cell binding to its target.
This co-engagement also brings the cytoplasmic domains of
the TCR/CD3 and the respective co-receptor into close
proximity, and it helps to initiate the cascade of intracellular
events that activate a T cell.

Signaling through the antigen receptor, even when com-
bined with that through CD4 or CD8, is insufficient to acti-
vate a T cell that has had no prior contact with antigen (a
naive T cell). A naive T cell needs to be simultaneously sig-
naled through the TCR and its co-receptor, CD28, in order
to be activated. The TCR and CD28 molecules on a naive T
cell must co-engage the MHC-presented peptide and the
CD28 ligand, CD80 (or CD86), respectively, on the antigen-
presenting cell for full activation to occur. The signaling
events mediated through CD28, which include the stimula-
tion of interleukin 2 synthesis by the T cell, were alluded to
above and are discussed fully in Chapter 11.
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FIGURE 3-31 General structure of the CD4 and CD8 core-
ceptors; the Ig-like domains are shown as circles. CD8 takes
the form of an af heterodimer or an aa homodimer. The mono-
meric CD4 molecule contains four Ig-fold domains; each chain in the
CD8 molecule contains one.
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TCR/CD3

Rac/Rho/ _ Cytoskeletal
cdc42 reorganization

MAP kinase

cascade

Calmodulin
Calcineurin

Gene activation

Lck is the First Tyrosine Kinase Activated
in T Cell Signaling

When the T-cell receptor interacts with its cell-bound anti-
gen, receptors, co-receptors, and signaling molecules cluster
into the cholesterol-rich lipid rafts of the plasma membrane
(Figure 3-32). The Src-family tyrosine kinase Lck is normally
found associated with CD4 and CDS8, and the association
between Lck and CD4 is particularly close. Antigen-induced
clustering of the receptor—-co-receptor complex brings Lck
into the vicinity of the membrane-associated tyrosine phos-
phatase, CD45, which removes the inhibitory phosphate
group on Lck. Reciprocal phosphorylation by nearby Lck
molecules at their activating tyrosine sites (see Figure 3-9)
then induces Lck to phosphorylate CD3 ITAM residues.
(Note that these early events parallel those induced in B cells
by the Src-family kinase Lyn, which is also regulated by the
phosphatase activity of CD45.)

Once the CD3 ITAMs are phosphorylated, a second tyro-
sine kinase, ZAP-70, docks at the phosphorylated tyrosine

Survival

Cytoplasm

Nucleus

FIGURE 3-32 Signal transduction pathways ema-
nating from the TCR. T cell antigen binding activates
the src-family kinase Lck, which phosphorylates the
kinase ZAP-70.ZAP-70 in turn phosphorylates the adapter
molecules LAT, SLP76, and GADS which form a scaffold
enabling the phosphorylation and activation of PLCy]1
and PKC6 with the consequent effects on transcription
factor activation described in the text. The GEF proteins
Vav and SOS are also activated on binding to LAT, leading
to activation of the Ras/MAP kinase transcription factor
pathway and the Rac/Rho/cdc42 pathway, leading to
changes in cell shape and motility. PI3 kinase, translo-
cated to the cytoplasmic side of CD28, forms PIP;, induc-
ing localization of the enzymes PDK1 and Akt to the
membrane. This leads to further NF-kB activation and
increased cell survival as described.

residues of the CD3( chains. ZAP-70 is activated by Lck-
mediated phosphorylation and goes on to phosphorylate
many adapter molecules including SLP-76 and LAT, as well
as enzymes important in T-cell activation, such as PLCy1.

T Cells Use Downstream Signaling Strategies
Similar to Those of B Cells

Just as in B cells, signals initiating at the antigen receptor of
T cells with tyrosine phosphorylation events are then fanned
out to intracellular enzymes and transcription factors using
a network of adapter molecules and enzymes.

In T cells, one of the earliest adapter molecules to be incor-
porated into the signaling complex is LAT (Linker protein of
Activated T cells), a transmembrane protein associated with
lipid rafts in the plasma membrane. Following TCR ligation,
LAT is phosphorylated on multiple residues by ZAP-70, and
these phosphorylated residues now provide docking sites for
several important enzymes bearing SH2 domains, including
PLCy1 (see Figure 3-32). Phosphorylated LAT also binds to
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the adapter protein GADS, which is constitutively associated
with the adapter SLP-76. This combination of adapter proteins
is critical to T-cell receptor signaling, providing the structural
framework for most downstream signaling events.

Many of those downstream events will now be familiar.
PLCv1, localized to the plasma membrane by binding to LAT,
is further activated by tyrosine phosphorylation, mediated by
the kinase Itk (which belongs to a family of kinases referred to
as Tec kinases). As described earlier, PLCy1 breaks down PIP,,
releasing IP;, which induces the release of calcium and the
activation of NFAT via calcineurin activation. The DAG cre-
ated by PIP, hydrolysis binds, in T cells, to a specialized form
of PKC called PKCH (theta). As described above, this part of
the signaling cascade similarly culminates in the degradation
of the inhibitors of NF-«kB and the translocation of the active
transcription factor into the nucleus (see Figure 3-17).

Phosphorylated LAT also associates with the SH2 domain
of Grb2, the now-familiar adapter molecule that brings in
components of the Ras pathway to the signaling complex.
Recall that Grb2 binds constitutively to SOS, the GEF that

S S UM MARY|

facilitates activation of the Ras pathway. In T cells, the Ras
pathway is important both to the activation of the transcription
factor AP-1, which functions to signal cytokine secretion, and
to the passage of the signals that reorganize the actin cytoskel-
eton for directed cytokine release.

Thus, as for B cells, TCR-antigen binding leads to a multi-
tude of consequences including transcription factor upregula-
tion, reorganization of the cytoskeleton, and cytokine secretion.
Again, as for B cells, T-cell signaling also affects the expression
of adhesion molecules such as integrins on the cell surface, and
chemokines, which has subsequent effects on cell localization.

Clearly the description of adaptive immune signaling
offered in this chapter represents just the tip of the iceberg,
and these signaling cascades contain more components and
outcomes that can be alluded to in this brief outline. How-
ever, just as the adapter proteins provide a scaffold for the
immune system to organize its signaling proteins, so we
hope that this chapter has provided a similar scaffold for the
organization of the reader’s thoughts regarding these fasci-
nating and complex processes.

= Antigens bind to receptors via noncovalent bonding inter-
actions.

= The interactions between antigens and receptors of the
immune system are enhanced by simultaneous interactions
between lymphocyte-expressed co-receptors and mole-
cules on antigen-presenting cells or on complex antigens.

= Most receptor-antigen interactions are multivalent, and
this multivalency significantly increases the avidity of the
receptor-antigen binding interaction.

= Binding of antigen to receptor induces a signaling cascade
in the receptor-bearing cell, which leads to alterations in
the motility, adhesive properties, and transcriptional pro-
gram of the activated cell.

= Antigen signaling is initiated in both T and B cells by
antigen-mediated receptor clustering. The clustered recep-
tors are located in specialized regions of the membranes
called lipid rafts.

= The CD3 and Iga/IgP proteins, which are T- and B-cell
receptor-associated signal transduction elements, are
phosphorylated on Immunoreceptor Tyrosine Activation
Motifs (ITAMs), and these serve as docking points for
adapter molecules.

= Downstream signaling enzymes and GEFs dock onto the
adapter molecules and make contact with their substrates.
These enzymes include phospholipase Cvy, which breaks
down PIP, into DAG and IP;. IP; interaction with ER-
located receptors leads to release of intracellular calcium
and activation of calcium-regulated proteins such as calci-
neurin phosphatase. Calcineurin dephosphorylates the
transcription factor NFAT, allowing it access to the

nucleus. DAG binds and activates protein kinase C, lead-
ing eventually to NF-kB activation. Docking of the adapter
molecule Grb2 onto adapter proteins facilitates its binding
to the GEF protein SOS and activation of the MAP kinase
pathway, resulting in activation of the transcription factor
AP-1.

= The antigen receptor on B cells is a membrane-bound
form of the four-chain immunoglobulin molecule that the
B cell secretes upon stimulation. An immunoglobulin
molecule is commonly known as an antibody. Antibodies
have two heavy and two light chains.

= The antibodies secreted by B cells upon stimulation are
classified according to the amino acid sequence of the
heavy chain, and antibodies of different classes perform
different functions during an immune response.

= Antigen signaling in B cells proceeds according to signal-
ing strategies shared among many cell types.

= The antigen receptor on T cells is not an immunoglobulin
molecule, although its protein domains are classified as
belonging to the immunoglobulin superfamily of proteins.

= Most T cells bear receptors made up of an a3 heterodimer
that recognizes a complex antigen, made up of a short
peptide inserted into a groove on the surface of a protein
encoded by the major histocompatibility complex (MHC)
of genes.

= Some T cells bear receptors made up of yd receptor chains
that recognize a different array of antigens.

= Antigen signaling in T cells shares many characteristic
strategies with B cell signaling.
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Useful Web Sites

www.genego.com This site offers a searchable database
of metabolic and regulatory pathways.

www.nature.com/subject/cellsignaling This is a col-
lection of original research articles, reviews and commentar-
ies pertaining to cell signaling.

http://stke.sciencemag.org This is the Signal Trans-
duction Knowledge Environment Web site, maintained by
Science magazine. It is an excellent site, but parts of it are
closed to those lacking a subscription.

www.signaling-gateway.org This gateway is powered
by University of California at San Diego and is supported by
Genentech and Nature. An excellent resource, complete with
featured articles.

www.qiagen.com/geneglobe/pathwayview.
aspx Qiagen. A useful commercial Web site.

www.biosignaling.com Part of Springer Science+Busi-
ness Media.

www.youtube.com Many excellent videos and anima-
tions of signaling Web sites are available on YouTube, too
numerous to mention here. Just type your pathways into a
Web browser and go. But do be cognizant of the derivation
of your video. Not all videos are accurate, so check your facts
with the published literature.

www.hhmi.org/biointeractive/immunology/tcell.
html Howard Hughes Medical Institute (HHMI) movie:
Cloning an Army of T Cells for Immune Defense.


http://www.genego.com
http://www.nature.com/subject/cellsignaling
http://stke.sciencemag.org
http://www.signaling-gateway.org
http://www.qiagen.com/geneglobe/pathwayview
http://www.biosignaling.com
http://www.youtube.com
http://www.hhmi.org/biointeractive/immunology/tcell
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The NFAT family is a ubiquitous family of transcription
factors.

a. Under resting conditions, where is NFAT localized in a
cell?

b. Under activated conditions, where is NFAT localized in
a cell?

c. How is it released from its resting condition and per-
mitted to relocalize?

d. Immunosuppressant drugs such as cyclosporin act via
inhibition of the calcineurin phosphatase. If NFAT is ubiq-
uitous, how do you think these drugs might act with so few
side effects on other signaling processes within the body?

. In the early days of experiments designed to detect the

T-cell receptor, several different research groups found that
antibodies directed against immunoglobulin proteins
appeared to bind to the T-cell receptor. Given what you
know about the structure of immunoglobulins and the
T-cell receptor, why is this not completely surprising?

. True or false? Explain your answers.

Interactions between receptors and ligands at the cell surface:

a. are mediated by covalent interactions.
b. can result in the creation of new covalent interactions
within the cell.

. Describe how the following experimental manipulations

were used to determine antibody structure.

a. Reduction and alkylation of the antibody molecule
b. Enzymatic digestion of the antibody molecule
c. Antibody detection of immunoglobulin fragments

. What is an ITAM, and what proteins modify the ITAMs in

Iga and IgP?

. Define an adapter protein. Describe how an interaction

between proteins bearing SH2 and phosphorylated tyro-
sine (pY) groups helps to transduce a signal from the T-cell
receptor to the ZAP-70 protein kinase.

. IgM has ten antigen-binding sites per molecule, whereas

IgG only has two. Would you expect IgM to be able to bind
five times as many antigenic sites on a multivalent antigen
as IgG? Why/why not?

11.

12.

13.

14.

You and another student are studying a cytokine receptor
on a B cell that has a Kd of 10~° M. You know that the cyto-
kine receptor sites on the cell surface must be at least 50%
occupied for the B cell to receive a cytokine signal from a
helper T cell. Your lab partner measures the cytokine con-
centration in the blood of the experimental animal and
detects a concentration of 10”7 M. She tells you that the
effect you have been measuring could not possibly result
from the cytokine you're studying. You disagree. Why?

. Activation of Src-family kinases is the first step in several

different types of signaling pathways. It therefore makes
biological sense that the activity of this family of tyrosine
kinases is regulated extremely tightly. Describe how phos-
phorylation of Src-family kinases can deliver both activat-
ing and inhibitory signals to Src kinases.

. You have generated a T-cell clone in which the Src-family

tyrosine kinase Lck is inactive. You stimulate that clone
with its cognate antigenic peptide, presented on the appro-
priate MHC platform and test for interleukin 2 secretion,
as a measure of T cell activation. Do you expect to see IL-2
secretion or not? Explain.

Name one protein shown to be defective in many cases of
X-linked agammaglobulinemia, and describe how a reduc-
tion in the activity of this protein could lead to immunode-
ficiency.

The B- and T-cell receptor proteins have remarkably short
intracytoplasmic regions of just a few amino acids. How can
you reconcile this structural feature with the need to signal
the presence of bound antigen to the interior of the cell?

Describe one way in which the structure of antibodies is
superbly adapted to their function.

As a graduate student, your adviser has handed you a T-cell
clone that appears to be constitutively (always) activated,
although at a low level, even in the absence of antigenic
stimulation, and he has asked you to figure out why. Your
benchmate suggests you start by checking out the sequence
of its Ick gene, or the status of the Csk activity in the cell. You
agree that those are good ideas. What is your reasoning?
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Receptors and Signaling:
Cytokines and
Chemokines

he hundreds of millions of cells that comprise

the vertebrate immune system are distributed

throughout the body of the host (see Chapter 2).

Some cells circulate through the blood and
lymph systems, whereas others are sessile (remain in
place) in the primary and secondary lymphoid tissues,
the skin, and the mucosa of the respiratory, alimentary,
and genito-urinary tracts. The key to success for such a
widely dispersed organ system is the ability of its various
components to communicate quickly and efficiently with
one another, so that the right cells can home to the
appropriate locations and take the necessary measures to
destroy invading pathogens.

Molecules that communicate among cells of the
immune system are referred to as cytokines. In general,
cytokines are soluble molecules, although some also exist
in membrane-bound forms. The interaction of a cytokine
with its receptor on a target cell can cause changes in the
expression of adhesion molecules and chemokine
receptors on the target membrane, thus allowing it to
move from one location to another. Cytokines can also
signal an immune cell to increase or decrease the activity
of particular enzymes or to change its transcriptional
program, thereby altering and enhancing its effector
functions. Finally, they can instruct a cell when to survive
and when to die.

In an early attempt to classify cytokines,
immunologists began numbering them in the order of
their discovery, and naming them interleukins. This
name reflects the fact that interleukins communicate
between (Latin, inter) white blood cells (leukocytes).
Examples include interleukin 1 (IL-1), secreted by
macrophages, and interleukin 2 (IL-2), secreted by
activated T cells. However, many cytokines that were
named prior to this attempt at rationalizing nomenclature
have resisted reclassification, and so students will come
across cytokines such as Tumor Necrosis Factor or
Interferons, that are also “interleukins” in all but name.

Although the term cytokine refers to all molecules that
communicate among immune cells, the name chemokine
is used specifically to describe that subpopulation of
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cytokines that share the specific purpose of mobilizing
immune cells from one organ, or indeed, from one part of
an organ, to another. Chemokines belong to the class of
molecules called chemoattractants, molecules that attract
cells by influencing the assembly, disassembly, and
contractility of cytoskeleton proteins and the expression
of cell-surface adhesion molecules. Chemokines attract
cells with the appropriate chemokine receptors to regions
where the chemokine concentration is highest. For
example, chemokines are important in attracting cells of
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the innate immune system to the site of infection and
inducing T cells to move toward antigen-presenting cells
in the secondary lymphoid tissues. Leukocytes change
their pattern of expression of chemokine receptors over
the course of an immune response, first migrating to the
secondary immune organs, in which they undergo
differentiation to mature effector cells, and then moving
out into the affected tissues to fight the infection,
responding to different chemokine gradients with each
movement. As we will learn in a later section, chemokines
are also capable of instructing cells to alter their
transcriptional programs.

The classification and nomenclature of chemokines is
more logical than that of interleukins, and is based on
their biochemical structures. Although chemokines
technically fall under the umbrella classification of
“cytokines,” normal usage is evolving such that the term
chemokine is used when referring to molecules that move
immune cells from place to place, and the term cytokine is
employed when referring to any other messenger
molecule of the immune system.

Like all signaling molecules, cytokines can be further
classified on the basis of the distance between the cell
secreting the signaling ligand and the cell receiving that
chemical signal. Cytokines that act on cells some distance
away from the secreting cell, such that they must pass
through the bloodstream before reaching their target, are
referred to as endocrine (Figure 4-1). Those that act on
cells near the secreting cell, such that the cytokine merely
has to diffuse a few Angstroms through tissue fluids or
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FIGURE 4-1 Most immune system cytokines exhibit
autocrine and/or paracrine action; fewer exhibit endocrine
action.

across an immunological synapse, are referred to as
paracrine. Sometimes, a cell needs to receive a signal
through its own membrane receptors from a cytokine that
it, itself, has secreted. This type of signaling is referred to as
autocrine. Of note, the T-cell interleukin IL-2 acts
effectively in all three modes. Unlike the classical
hormones, such as insulin and glucagon, that generally act
at long range in an endocrine fashion, many cytokines act
over a short distance in an autocrine or paracrine fashion.

We begin this chapter with an introduction to the
general properties of cytokines and chemokines followed
by a discussion of the specific receptors and signaling
pathways used by the six families of immune system
cytokines and chemokines. Next, we describe the ways in
which cytokine signaling can be regulated by antagonists.
Finally, we turn to the role of cytokines and chemokines
in disease and medicine.

General Properties of Cytokines
and Chemokines

I

The activity of cytokines was first recognized in the mid-
1960s, when supernatants derived from in vitro cultures of
lymphocytes were found to contain soluble factors, usually
proteins or glycoproteins, that could regulate proliferation,
differentiation, and maturation of immune system cells. Pro-
duction of these factors by cultured lymphocytes was
induced by activation with antigens or with nonspecific
mitogens (molecules inducing cell division, or mitosis).
However, biochemical isolation and purification of cyto-
kines was initially hampered because of their low concentra-
tions in the culture supernatants and the absence of
well-defined assay systems for individual cytokines.

The advent of hybridoma technology (see Chapter 20)
allowed the production of artificially generated T-cell tumors
that constitutively produced IL-2, allowing for its purifica-
tion and characterization. Gene cloning techniques devel-
oped during the 1970s and 1980s then made it possible to
generate pure cytokines by expressing the proteins from
cloned genes derived from hybridomas or from normal leu-
kocytes, after transfection into bacterial or yeast cells. Using
these pure cytokine preparations, researchers were able to
identify cell lines whose growth depended on the presence of
a particular cytokine, thus providing them with biological
cytokine assay systems. Since then, monoclonal antibodies
specific for many cytokines have made it possible to develop
rapid, quantitative, cytokine-specific immunoassays. ELISA
assays measure the concentrations of cytokines in solution,
Elispot assays quantitate the cytokines secreted by individual
cells, and cytokine-specific antibodies can be used to iden-
tify cytokine-secreting cells using intracellular cytokine
staining followed by flow cytometry or immuno-fluorescence
microscopy (see Chapter 20).
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Cytokines Mediate the Activation, Proliferation,
and Differentiation of Target Cells

Cytokines bind to specific receptors on the membranes of
target cells, triggering signal transduction pathways that
ultimately alter enzyme activity and gene expression (Fig-
ure 4-2). The susceptibility of a target cell to a particular
cytokine is determined by the presence of specific mem-
brane receptors. In general, cytokines and their fully assem-
bled receptors exhibit very high affinity for one another, with
dissociation constants for cytokines and their receptors
ranging from 10~° to 10~'> M~'. Because their receptor
affinities are so high and because cytokines are often secreted
in close proximity to their receptors, such that the cytokine
concentration is not diluted by diffusion (as mentioned in
Chapter 3), the secretion of very few cytokine molecules can
mediate powerful biological effects.

Cytokines regulate the intensity and duration of the
immune response by stimulating or inhibiting the activa-
tion, proliferation, and/or differentiation of various cells, by
regulating the secretion of other cytokines or of antibodies,
or in some cases by actually inducing programmed cell death
in the target cell. In addition, cytokines can modulate the

Inducing stimulus

okine gene

S Cytokine-producing cell
activation

° Cytokine
® o .
®e o ./secretlon

\J

/Cytokinc receptor

L. Target cell
activation

Biological effect
(e.g., proliferation,
differentiation, cell death)

FIGURE 4-2 Overview of the induction and function of
cytokines. An inducing stimulus, which may be an antigen or
another cytokine, interacts with a receptor on one cell, inducing it to
secrete cytokines that in turn act on receptors of a second cell, bring-
ing about a biological consequence. In the case of IL-2, both cells
may be antigen-activated T cells that secrete IL-2, which acts both on
the secreting cell and on neighboring, activated T cells.
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expression of various cell-surface receptors for chemokines,
other cytokines, or even for themselves. Thus, the cytokines
secreted by even a small number of antigen-activated lym-
phocytes can influence the activity of many different types of
cells involved in the immune response.

Cytokines exhibit the attributes of pleiotropy, redun-
dancy, synergism, antagonism, and cascade induction (Fig-
ure 4-3), which permit them to regulate cellular activity in a
coordinated, interactive way. A cytokine that induces differ-
ent biological effects depending on the nature of the target
cells is said to have a pleiotropic action, whereas two or
more cytokines that mediate similar functions are said to be
redundant. Cytokine synergy occurs when the combined
effect of two cytokines on cellular activity is greater than the
additive effects of the individual cytokines. In some cases,
the effects of one cytokine inhibit or antagonize the effects
of another. Cascade induction occurs when the action of
one cytokine on a target cell induces that cell to produce one
or more additional cytokines.

Cytokines Have Numerous Biological Functions

Although a variety of cells can secrete cytokines that instruct
the immune system, the principal producers are Ty cells,
dendritic cells, and macrophages. Cytokines released from
these cell types are capable of activating entire networks of
interacting cells (Figure 4-4). Among the numerous physio-
logical responses that require cytokine involvement are the
generation of cellular and humoral immune responses, the
induction of the inflammatory response, the regulation of
hematopoiesis, and wound healing.

The total number of proteins with cytokine activity grows
daily as research continues to uncover new ones. Table 4-1
summarizes the activities of some commonly encountered
cytokines. An expanded list of cytokines can be found in
Appendix II. Note, however, that many of the listed func-
tions have been identified from analyses of the effects of
recombinant cytokines, sometimes added alone to in vitro
systems at nonphysiologic concentrations. In vivo, cytokines
rarely, if ever, act alone. Instead, a target cell is exposed to a
milieu containing a mixture of cytokines whose combined
synergistic or antagonistic effects can have a wide variety of
consequences. In addition, as we have learned, cytokines
often induce the synthesis of other cytokines, resulting in
cascades of activity.

Cytokines Can Elicit and Support the
Activation of Specific T-Cell Subpopulations

As described in Chapters 2 and 11, helper T cells can be
classified into subpopulations, each of which is responsible
for the support of a different set of immune functions. For
example, Tyl cells secrete cytokines that promote the dif-
ferentiation and activity of macrophages and cytotoxic T cells,
thus leading to a primarily cytotoxic immune response, in
which cells that have been infected with viruses and
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FIGURE 4-3 Cytokine attributes of (a) pleiotropy, redundancy, synergism, antagonism, and (b) cascade induction.

intracellular bacteria are recognized and destroyed. The
cytokines IL-12 and interferon (IFN) y induce Tyl differ-
entiation. In contrast, Ty2 cells activate B cells to make
antibodies, which neutralize and bind extracellular patho-
gens, rendering them susceptible to phagocytosis and
complement-mediated lysis. IL-4 and IL-5 support the gen-
eration of Ty2 cells. Ty17 cells promote the differentiation
of activated macrophages and neutrophils, and support the

inflammatory state; their generation is induced by IL-17
and IL-23. The differentiation and activity of each distinc-
tive T-cell subpopulation is therefore supported by the
binding of different combinations of cytokines to T-cell
surface receptors, with each cytokine combination induc-
ing its own characteristic array of intracellular signals, and
sending the helper T cell down a particular differentiation
pathway.
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FIGURE 4-4 The cells of the immune system are subject to control by a network of cytokine actions.

Cell Activation May Alter the Expression
of Receptors and Adhesion Molecules

The ability of cytokines to activate most, if not all, members
of particular immune cell subpopulations appears to conflict
with the established specificity of the immune system. What
keeps cytokines from activating all T cells, for example, in a
nonspecific fashion during the immune response?

In order for a cell to respond to a signaling molecule, it
must express receptors for that molecule, and responsive-
ness to a molecular signal can thus be controlled by signal
receptor expression. For example, antigen stimulation of a
T cell induces alterations in the T-cell surface expression of
chemokine receptors. Reception of chemokine signals

through these receptors therefore instructs only those cells
that have previously been activated by antigen to migrate to
nearby lymph nodes or to the spleen. Furthermore, activation-
induced changes in the adhesion molecules that are
expressed on the cell membrane ensures that stimulated
cells migrate to, and then remain in, the location best suited
to their function. T-cell activation by antigen also up-regulates
the expression of the receptors for cytokines that provide
proliferative signals, such as IL-2 (as described in Chapter 3),
and also for differentiative cytokines such as IL-4. In this
way, following antigen encounter, only those T cells that
have been activated by antigen are primed to relocate and
to receive the proliferative and differentiative signals they
need to function as a mature immune effector cell. This
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/.- BB Functional groups of selected cytokines”

Cytokine Secreted by'

Targets and effects

SOME CYTOKINES OF INNATE IMMUNITY

Interleukin 1 (IL-1) Monocytes, macrophages,

endothelial cells, epithelial cells

Tumor necrosis
factor-a (TNF-a)

Macrophages, monocytes,
neutrophils, activated T cells and
NK cells

Interleukin 12 (IL-12)
Interleukin 6 (IL-6)

Macrophages, dendritic cells

Macrophages, endothelial cells,
and T2 cells

Interferon-a (IFN-a) (this
is a family of molecules)

Interferon B (IFN-B)

Macrophages dendritic cells,
virus-infected cells

Macrophages, dendritic cells,
virus-infected cells

Vasculature (inflammation); hypothalamus (fever); liver (induction of
acute phase proteins)

Vasculature (inflammation); liver (induction of acute phase proteins);
loss of muscle, body fat (cachexia); induction of death in many cell
types; neutrophil activation

NK cells; influences adaptive immunity (promotes T,;1 subset)

Liver (induces acute phase proteins); influences adaptive immunity
(proliferation and antibody secretion of B-cell lineage)

Induces an antiviral state in most nucleated cells; increases MHC Class |
expression; activates NK cells

Induces an antiviral state in most nucleated cells; increases MHC Class |
expression; activates NK cells

SOME CYTOKINES OF ADAPTIVE IMMUNITY

Interleukin 2 (IL-2) T cells

Interleukin 4 (IL-4) Ty2 cells, mast cells

Interleukin 5 (IL-5) Ty2 cells

Transforming growth
factor B (TGF-B)

T cells, macrophages,
other cell types

Interferon ~y (IFN-y) Tu1 cells, CD8™ cells, NK cells

T-cell proliferation; can promote AICD. NK cell activation and prolifera-
tion; B-cell proliferation

Promotes T2 differentiation; isotype switch to IgE
Eosinophil activation and generation

Inhibits T-cell proliferation and effector functions; inhibits B-cell prolif-
eration; promotes isotype switch to IgA; inhibits macrophages

Activates macrophages; increases expression MHC Class | and Class Il
molecules; increases antigen presentation

*Many cytokines play roles in more than one functional category.

Only the major cell types providing cytokines for the indicated activity are listed;
cells generally secrete greater amounts of cytokine than unactivated cells.

N

other cell types may also have the capacity to synthesize the given cytokine. Activated

pattern of activation-induced alteration in the cell surface
expression of adhesion molecules, chemokine receptors,
and cytokine receptors is a common strategy employed by
the immune system.

Cytokines Are Concentrated Between
Secreting and Target Cells

During the process of T-cell activation by an antigen-present-
ing dendritic cell, or of B-cell activation by a cognate T cell,
the respective pairs of cells are held in close juxtaposition for
many hours (see Chapter 14). Over that time period, the cells
release cytokines that bind to relevant receptors on the part-
ner cell surface, without ever entering the general circulation.
Furthermore, during this period of close cell-cell contact, the
secretory apparatus of the stimulating cell is oriented so that
the cytokines are released right at the region of the cell mem-
brane that is in closest contact with the recipient cell (see
Figure 3-4). The close nature of the cell-cell interaction and

the directional release of cytokines by the secretory apparatus
means that the effective concentration of cytokines in the
region of the membrane receptors may be orders of magni-
tude higher than that experienced outside the contact region
of the two cells. Thus, discussions of membrane receptor
affinity and cytokine concentrations within tissue fluids must
always take into account the biology of the responding sys-
tem and the geography of the cell interactions involved. In
addition, the half-life of cytokines in the bloodstream or
other extracellular fluids into which they are secreted is usu-
ally very short, ensuring that cytokines usually act for only a
limited time and over a short distance.

Signaling Through Multiple Receptors
Can Fine Tune a Cellular Response
Cytokine and chemokine signaling in the immune response

can be a strikingly complex and occasionally redundant
affair. Effector molecules such as cytokines can bind to more
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than one receptor, and receptors can bind to more than one
signaling molecule. Nowhere is the latter concept more
clearly illustrated than in the chemokine system, in which
approximately 20 receptors bind to close to 50 distinct che-
mokines (see Appendix III). Effector molecule signaling can
also cooperate with signaling through antigen-specific
receptors. Signals received through more than one receptor
must then be integrated at the level of the biological
response, with multiple pathways acting to tune up or tune
down the expression of particular transcription factors or
the activity of particular enzymes. Thus, the actual biological
response mounted by a cell to a particular chemical signal
depends not only on the nature of the individual receptor for
that signal, but also on all of the downstream adapters and
enzymes present in the recipient cell.

CHAPTER 4 m

Six Families of Cytokines and
Associated Receptor Molecules

In recent years, immunologists have enjoyed an explosion of
information about new cytokines and cytokine receptors as a
result of advances in genomic and proteomic analysis.
Advances Box 4-1 describes a recently developed proteomic
approach to the search for new, secreted cytokines and illus-
trates the manner in which a sophisticated appreciation of the
molecular and cell biology of secretory pathways aids in the
identification of new cytokines. The purpose of this chapter is
not to provide an exhaustive list of cytokines and their recep-
tors (see Appendices IT and III for a comprehensive and cur-
rent list of cytokines and chemokines), but rather to outline

BOX 4-1

ADVANCES

Methods Used to Map the Secretome

The related approaches of genomics
and proteomics provide scientists with
tools they can use to assess the complex
changes that occur in gene and protein
expression induced by stimuli, such as
antigen or cytokine stimulation. Vast
arrays of information regarding the deri-
vation and readout of genes in different
cellsand organisms, and the expression of
particular proteins, can be analyzed and
presented in ways not available to scien-
tists just a few years ago.

Recently, the science of proteomics has
been extended to address the mapping of
proteins that are secreted by various cell
types. The array of proteins secreted by a
cell is referred to as its secretome, and the
secretome can be more formally defined
as the “proteins released by a cell, tissue, or
organisms through classical and nonclassi-
cal secretion mechanisms”

Scientists first became interested in the
concept of the secretome as a way to diag-
nose and identify various types of cancer.
They reasoned that they could use the set
of proteins secreted into the serum or other
tissue fluids as a biological marker for spe-

cific tumor types. If particular proteins can
be shown to be secreted at high concentra-
tion only under conditions of malignancy,
then rapid and inexpensive tests can be
developed that have the potential to screen
for tumors at an early stage, when they are
still amenable to treatment. Although such
tumor-specific profiles of secreted proteins
are surprisingly difficult to develop, given
the range of mutations associated with the
generation of a cancer, the ability to diag-
nose a tumor at an early stage using only a
serum sample provides intense motivation,
and many such attempts are ongoing.

The approaches used to define a set of
cancer secretomes have since been
applied to studies of many other, nonma-
lignant cell populations for which the
description of a secretome would be a
useful analytical tool. These populations
include stem cells, cells of the immune
system, and adipose cells. Given the diver-
sity of cytokines that can be secreted by a
single cell, and the manner in which the
activities of cytokines can interact at the
level of the target cell, cytokine biology is
a superb target for such a global approach.

A recent secretome analysis (Botto
et al, 2011) addressed the question of how
the human cytomegalovirus induces the
formation of new blood vessels (angio-
genesis). Virus-free supernatant from
virus-infected endothelial cells was found
to induce angiogenesis. Secretome analy-
sis of the infected endothelial cell super-
natant revealed the presence of multiple
cytokines, including IL-8, GM-CSF, and IL-6.
The addition of a blocking anti-IL-6 anti-
body at the same time as the virus-free
supernatant was then shown to inhibit its
angiogenic activity, thus demonstrating
that it was the IL-6 activity in the superna-
tant that was primarily responsible for
inducing the new blood vessel growth.

One difficulty that is frequently
encountered in trying to analyze the sec-
retome of a particular type of cell is the
need of many cells to grow in a tissue
culture fluid supplemented with serum,
which is itself a complex mixture of pro-
teins. In this case it is important to distin-
guish between proteins released by the
cells under study and those which were
originally present in the serum. Several

(continued)
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BOX 4-1

ADVANCES

techniques are available to discriminate
between secreted proteins and those
from the tissue culture media, including
adding inhibitors of secretion to some
cultures and then comparing those pro-
teins present in the culture supernatant in
the presence and absence of inhibitors.
Alternatively, culturing the cells in the
presence of radioisotopes that only label
newly synthesized proteins, such as *°S
methionine, can be used to distinguish
these proteins from preexisting proteins
in the culture medium.

In the case, such as that described
above, that a cell line is being tested to
determine whether it secretes a set of
cytokines for which antibody assays
already exist, two different types of multi-
plex measurements may be used (see Fig-
ure 1). Both of these approaches utilize
antibodies to the array of cytokines to be
analyzed, attached to some sort of solid
phase support. This support may be glass,
a membrane, or a set of beads, with each
antibody attached to a bead of a different
color. The sample of tissue culture fluid is
added to the solid phase antibody, excess
fluid is washed away, and then biotinyl-
ated antibodies are added. (Biotin, a small
molecule, is used because it has an
extremely high affinity for a protein, strep-
tavidin, and is therefore used to couple
two molecules together in assays such as
these. For more details, see Chapter 20.)
After antibody binding, the excess bioti-
nylated antibodies are removed by wash-
ing and the cytokine concentrations are
assessed by the addition of fluorescent
streptavidin, which will bind to the biotin.
Afluorescent signal indicates the presence
of the cytokine in the sample, and the level
of the signal reveals its concentration
Since each bead fluoresces at a different
wavelength, the fluorescence associated
with each cytokine can be distinguished.

Various bioinformatics tools have been
developed that have particular applica-
tion to secretome analysis. These include
SignalP, which identifies the presence of
signal peptides and also shows the loca-
tion of signal peptide cleavage sites in
bacterial and eukaryotic proteins. In addi-
tion, SecretomeP can be used for the pre-
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Principle of planar and bead-based multiplex detection and quantitation of
cytokines, chemokines, growth factors, and other proteins. Assays use antibodies
against (a-) various cytokines, and biotin (yellow)-streptavidin (green) conjugation. See text for details.
[Adapted from H. Skalnikova et al, Mapping of the secretome of primary isolates of mammalian cells, stem cells and

derived cell lines, 2011, Proteomics 11:691.]

diction of nonclassically secreted proteins.
Several bioinformatics tools, including
TargetP and Protein Prowler, use the pro-
tein sequence to predict its subcellular
localization. Finally, Ingenuity Pathway
Analysis allows the investigator to search
for protein interaction partners and to

predict the involvement of the protein of
interest in functional networks.

Botto, S., D. N. Streblow, V. DeFilippis, L. White, C.
N. Kreklywich, P. P. Smith, and P. Caposio.
(2011). IL-6 in human cytomegalovirus sec-
retome promotes angiogenesis and survival
of endothelial cells through the stimulation
of survivin. Blood 117:352-361.
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TABLE 4-2 B AU CILERETNTIES

Family name Representative members of family

Comments

Interleukin 1 family IL-Te, IL-1B, IL-1Ra, IL-18, IL-33

Hematopoietin (Class |
cytokine) family

Interferon (Class Il
cytokine) family

IFN-a, IFN-B, IFN-y, IL-10, IL-19, IL-20,
IL-22, IL-24

Tumor Necrosis Factor
family APRIL, LT

Interleukin 17 family IL-17 (IL17-A), IL17B, C, D, and F

Chemokines (see
Qppendix 1)}

CCL3 (MIP-1at)

IL-2, IL-3, IL-4, IL-5, IL-6, IL-7, IL-12, IL-13, IL15,
IL-21, IL-23, GM-CSF, G-CSF, Growth hormone,
Prolactin, Erythropoietin/hematopoietin

TNF-o,, TNF-3, CD40L, Fas (CD95), BAFF,

IL-8, CCL19, CCL21, RANTES, CCL2 (MCP-1),

IL-1 was the first noninterferon cytokine to be identified.
Members of this family include important inflammatory
mediators.

This large family of small cytokine molecules exhibits
striking sequence and functional diversity.

While the IFNs have important roles in anti-viral responses,
all are important modulators of immune responses.
Members of this family may be either soluble or mem-
brane bound; they are involved in immune system devel-
opment, effector functions, and homeostasis.

This is the most recently discovered family; members
function to promote neutrophil accumulation and activa-
tion, and are proinflammatory.

All serve chemoattractant function.

some general principles of cytokine and receptor architecture
and function that should then enable the reader to place any
cytokine into its unique biological context.

Detailed studies of cytokine structure and function have
revealed common features among families of cytokines.
Cytokines are relatively small proteins and generally have a
molecular mass of less than 30 kDa. Many are glycosylated,
and glycosylation appears to contribute to cytokine stability,
although not necessarily to cytokine activity. Cytokines
characterized so far belong to one of six groups: the Interleu-
kin 1 (IL-1) family, the Hematopoietin (Class I cytokine)
family, the Interferon (Class II cytokine) family, the Tumor
Necrosis Factor (TNF) family, the Interleukin 17 (IL-17)
family, and the Chemokine family (Table 4-2). Each of these
six families of cytokines, the receptors that engage them, and
the signaling pathways that transduce the message received
upon cytokine binding into the appropriate biological out-
come are described in the following pages.

Cytokines of the IL-1 Family Promote
Proinflammatory Signals

Cytokines of the interleukin 1 (IL-1) family are typically
secreted very early in the immune response by dendritic cells
and monocytes or macrophages. IL-1 secretion is stimulated
by recognition of viral, parasitic, or bacterial antigens by
innate immune receptors. IL-1 family members are generally
proinflammatory, meaning that they induce an increase in
the capillary permeability at the site of cytokine secretion,
along with an amplification of the level of leukocyte migra-
tion into the infected tissues. In addition, IL-1 has systemic
(whole body) effects and signals the liver to produce acute

phase proteins such as the Type I interferons (IFNs o and (3),
IL-6, and the chemokine CXCL8. These proteins further
induce multiple protective effects, including the destruction
of viral RNA and the generation of a systemic fever response
(which helps to eliminate many temperature-sensitive bacte-
rial strains). IL-1 also activates both T and B cells at the
induction of the adaptive immune response.

Cytokines of the IL-1 Family

Members of the IL-1 cytokine and receptor family are
shown in Figure 4-5. The canonical (most representative)
members of the IL-1 family, IL-1a and IL-1p, are both syn-
thesized as 31 kDa precursors, pro-IL-1a and pro-IL-1B. Pro
IL-1a is biologically active, and often occurs in a membrane-
bound form, whereas pro-IL-13 requires processing to the
fully mature soluble molecule before it can function. Pro-IL-1a
and {3 are both trimmed to their 17 kDa active forms by the
proteolytic enzyme caspase-1 inside the secreting cell. Active
caspase-1 is located in a complex set of proteins referred to
as the inflammasome (see Chapter 5).

Other IL-1 family members, IL-18 and IL-33, have also
been shown to be processed by caspase-1 in vitro (although
there is ambiguity as to whether IL-33 requires this process-
ing for full activity in vivo). IL-18 is related to IL-1, uses the
same receptor family, and has a similar function; like IL-1,
IL-18 is expressed by monocytes, macrophages, and dendritic
cells and is secreted early in the immune response. In con-
trast, IL-33 is constitutively expressed in smooth muscle and
in bronchial epithelia, and its expression can be induced by
IL-1P and TNF-a in lung and skin fibroblasts. IL-33 has been
shown to induce Ty2 cytokines that promote T-lymphocyte
interactions with B cells, mast cells, and eosinophils. IL-33
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has also been implicated in the pathology of diseases such as
asthma and inflammatory airway and bowel diseases.

Two additional members of this cytokine family act as
natural inhibitors of IL-1 family function. The soluble protein
IL-1Ra (IL-1 Receptor antagonist) binds to the IL-1RI recep-
tor, but prevents its interaction with its partner receptor
chain, IL-1RAcP, thus rendering it incapable of transducing
a signal to the interior of the cell. IL-1Ra therefore functions
as an antagonist ligand of IL-1. IL-18BP adopts a different
strategy of inhibition, binding to IL-18 in solution and pre-
venting IL-18 from interacting productively with its recep-
tor. The inhibitory effect of IL-18BP is enhanced by the
further binding of IL-1F7 (see Figure 4-5b).

Inhibitory ligand and receptors
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The IL-1 Family of Cytokine Receptors

The Interleukin 1 family of receptors includes the receptors
for IL-1, IL-18, and IL-33. Both forms of IL-1—IL-1o and
IL-1B—bind to the same receptors and mediate the same
responses. Two different receptors for IL-1 are known, and
both are members of the immunoglobulin superfamily of
proteins (see Chapter 3). Only the type I IL-1R (IL-1RI),
which is expressed on many cell types, is able to transduce a
cellular signal; the type IT IL-1R (IL-1RII) is limited to B cells
and is inactive. For full functioning, the Type 1 IL-1R also
requires the presence of an interacting accessory protein, IL-
1RACP (IL-1 Receptor Accessory Protein (see Figure 4-5a).
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C i) IL-1F7 IL-18BP
c e/
IL-18Ra C i) IL-18RB
i) IL-18
SIS Blocked binding
EE
Cytoplasm . . TIR
domains
Signal

FIGURE 4-5 Ligands and receptors of the IL-1 family. (a) The
two agonist ligands, IL-1a and IL-1B, are represented by IL-1 and the
antagonist ligand by IL-1Ra. The IL-1 receptor, IL-1RI, has a long cyto-
plasmic domain and, along with IL-TRACP, activates signal transduc-
tion pathways. IL-1Ra functions as an IL-1 inhibitor by binding to
IL-1RI while not allowing interaction with IL-1RACP. IL.-1RIl does not
activate cells but functions as an IL-1 inhibitor both on the plasma
membrane and in the cell microenvironment as a soluble receptor
(SIL-TRII). IL-TRACP can also inhibit IL-1 signals by cooperating with
IL-1RIFin binding IL-1 either on the plasma membrane or as a soluble
molecule (sIL-TRACP). (b) IL-18 binds to the IL-18Ra chain, and this
complex then engages the IL-18RB chain to initiate intracellular sig-
nals. The soluble protein IL-18BP functions as an inhibitor of IL.-18 by
binding this ligand in the fluid phase, preventing interaction with the
IL-18Ra chain. IL-1F7 appears to enhance the inhibitory effect of
IL-18BP. (c) IL-33 binds to the T1/ST2 receptor, and this complex
engages the IL-1RACP as a co-receptor. A soluble form of ST2 (sST2)
may function as an inhibitor of IL.-33 by binding IL-33 in the cell micro-
environment and slL-1RAcP may enhance the inhibitory effects of sST2.
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Note that both the IL-1RI and the IL-1RII receptor chains
as well as the receptor accessory protein exist in both soluble
and membrane-bound forms. However, a full signal is trans-
mitted only from the dimer of the membrane-bound forms of
IL-1RI and IL-1RAcP. The alternative, membrane-bound
and soluble forms of IL-1 binding proteins, can “soak up”
excess cytokine, but they are unable to transduce the inter-
leukin signal. Thus, by secreting more or fewer of these inac-
tive receptors, at different times during an immune response,
the organism has the opportunity to fine-tune the cytokine
signal by allowing the inactive and soluble receptors to com-
pete with the signal-transducing receptor for available cyto-
kine. This theme finds echoes in other immune system
receptor families, and appears to be a frequently evolved
strategy for controlling the strength of signals that give rise
to important outcomes. In the case of IL-1, the ultimate
result of successful IL-1 signaling is a global, proinflamma-
tory state, and so the penalty paid by the host for an inap-
propriately strong IL-1 response would be physiologically
significant and even potentially fatal.

The receptor for IL-18 is also a heterodimer, made up of
IL-18Ra and IL-18RP. IL-33 is recognized by the IL-1RAcP
in combination with a novel receptor protein, variously
termed T1/ST-2 or IL-1RL1. As for IL-1, inhibitory receptors
exist for IL-33 (see Figure 4-5¢).

Signaling from IL-1 Receptors

Productive ligand binding to the extracellular portion of the
IL-1 receptor leads to a conformational alteration in its cyto-
plasmic domain. This structural alteration in the receptor
leads to a series of downstream signaling events (Figure 4-6).
Most of the themes of these events will be familiar to the
reader from Chapter 3, and we will encounter them again in
the discussion of innate immune receptors in Chapter 5.

First, binding of the adapter protein MyD88 to the occu-
pied receptor allows recruitment to the receptor complex of
one or more members of the IL-1 Receptor Activated
Kinase (IRAK) protein family. One of these, IRAK-4, is
activated by autophosphorylation and phosphorylates its fel-
low IRAKSs, resulting in the generation of binding sites for
TNF Receptor Associated Factor 6 (TRAF6), which is associ-
ated with a ubiquitin-ligase complex capable of generating
polyubiquitin chains. The IRAK-TRAF6 complex now dis-
sociates from the receptor and interacts with a preformed
cytosolic complex made up of the kinase TGF[3 — Associated
Kinase 1 (TAK1) and two TAKI1-Binding proteins, TAB1
and TAB2. Binding of polyubiquitin chains to the TAB pro-
teins in the TAK1 complex activates it.

The TAK1 complex now performs two functions with
which the reader should be familiar. It phosphorylates and
activates the IKK complex, leading to the destruction of IkB
and the resultant activation of the transcription factor NF-«kB
(see Figure 3-17). In addition, TRAF6 also plays a role in
IKK activation by providing ubiquitination sites to which
the NEMO component of IKK can bind, resulting in its fur-
ther activation. TAK1 also activates downstream members
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FIGURE 4-6 Signaling from members of the IL-1 receptor
family. IL-1 binding to its receptor induces a conformational altera-
tion in the receptor’s Toll-IL-1R (TIR) domain that allows binding of the
adapter protein MyD88 via its TIR domain. MyD88 recruits one or
more IL-1 receptor activated kinases (IRAKs) to the receptor complex,
which phosphorylate one another providing binding sites for TRAF6.
The IRAK-TRAF6 complex dissociates from the receptor complex and
interacts with the cytoplasmic protein TAK1 and its two binding pro-
teins, TABs 1 and 2. TRAF6, together with a ubiquitin-ligase complex,
catalyzes the generation of polyubiquitin chains that activate the
TAK1T complex. TAK1 activates downstream events leading to the
activation and nuclear localization of the transcription factor NF-kB.
TAKT also activates downstream members of the MAP kinase cas-
cade, leading to activation of the AP-1 transcription factor.

of the MAP kinase cascade, which in turn activate the AP-1
transcription factor (see Figure 3-16). Binding of IL-1 family
cytokines to their receptors thereby leads to a global altera-
tion in the transcription patterns of the affected cells, which
in turn results in the up-regulation of proinflammatory cyto-
kines and adhesion molecules.
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Hematopoietin (Class I) Family Cytokines Share
Three-Dimensional Structural Motifs, but
Induce a Diversity of Functions in Target Cells

Members of the hematopoietin (Class I) cytokine family
are small, soluble cytokines that communicate between and
among cells of the immune system. Their name is somewhat
misleading in that not all members of this family are impli-
cated in hematopoietic (blood-cell forming) functions per
se. However, some of the earliest members of this family to
be characterized indeed have hematopoietic functions, and
the cytokine family was then defined on the basis of struc-
tural similarities among all the participants. Because the
hematopoietin family contains some of the earliest cytokines
to be structurally characterized, it is sometimes also referred
to as the Class I cytokine family.

Cytokines of the Hematopoietin (Class I) Family

As more hematopoietin family members have been defined,
it has become clear that their cellular origins and target cells
are as diverse as their ultimate functions, which range from
signaling the onset of T- and B-cell proliferation (e.g., IL-2),
to signaling the onset of B-cell differentiation to plasma cells
and antibody secretion (e.g., IL-6), to signaling the differen-
tiation of a T helper cell along one particular differentiation
pathway versus another (e.g., IL-4 vs. IL-12) and, finally, to
initiating the differentiation of particular leukocyte lineages
(e.g., GM-CSE, G-CSF). Appendix II lists the cytokines
described in this book, along with their cells of origin, their
target cells, and the functions they induce.

Significant homology in the three-dimensional structure
of hematopoietin family cytokines defines them as members
of a single protein family, despite a relatively high degree of
amino acid sequence diversity. The defining structural fea-
ture of this class of cytokines is a four-helix bundle motif,
organized into four anti-parallel helices (Figure 4-7). Mem-
bers of this family can then be further subclassified on the
basis of helical length. Cytokines such as IL-2, IL-4, and IL-3
typically have short helices of 8 to 10 residues in length. In
contrast, the so-called long-chain cytokines, which include
IL-6 and IL-12, typically have helical lengths of 10 to 20
residues.

The Hematopoietin or Class | Receptor Family

Most hematopoietin cytokine receptors include two types of
protein domains: an immunoglobulin-like domain, made
up of B sheets, as described in Chapter 3, and domains that
bear structural homology to the FNIII domain of the extra-
cellular matrix protein fibronectin. Binding sites for most
cytokines are to be found in a structure made up of two,
tandem (side-by-side) FNIII domains referred to as
Cytokine-binding Homology Regions (CHRs). As we will
see, the CHR motif is common to cytokine receptors from
several families.

A feature common to most of the Hematopoietin and Inter-
feron cytokine receptor families is the presence of multiple
subunits. Table 4-3 lists the three subfamilies of hematopoietin

@

FIGURE 4-7 The four-helix bundle is the defining struc-
tural feature of the Hematopoietin family of cytokines. Struc-
ture of interleukin 2—the defining member of the Hematopoietin
family—showing the four a-helices of the hematopoietin cytokines
point in alternating directions. (a) Topographical representation of
the primary structure of IL-2 showing a-helical regions (« and A-D)
and connecting chains of the molecule. (b) Ribbon representation of
the crystallographic structure of human II-2. [Part (b) PDB ID 1M47.]

receptors, each subfamily being defined by a receptor subunit
that is shared among all members of that family.

The y-Chain Bearing, or IL-2 Receptor, Subfamily

Expression of a common <y chain defines the IL-2 receptor
subfamily, which includes receptors for IL-2, IL-4, IL-7, IL-9,
IL-15, and IL-21. The IL-2 and the IL-15 receptors are het-
erotrimers, consisting of a cytokine-specific a chain and two
chains—f3 and y—responsible for both signal transduction
and cytokine recognition. The IL-2 receptor vy chain also
functions as the signal-transducing subunit for the other
receptors in this subfamily, which are all dimers. Congenital
X-linked severe combined immunodeficiency (XSCID)
results from a defect in the y-chain gene, which maps to the
X chromosome. The immunodeficiency observed in this
disorder, which includes deficiencies in both T-cell and
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Subfamilies of hematopoietin
family cytokine receptors share
common subunits

TABLE 4-3

Cytokines recognized by receptors
bearing that common subunit

Common cytokine
receptor subunit

v IL-2, IL-4, IL-7, IL-9, IL-15, IL-12
B IL-3, IL-5, GM-CSF
kgp130 IL-6, IL-11, LIF, OSM, CNTF, IL-27
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NK-cell activity, results from the loss of all the cytokine
functions mediated by the IL-2 subfamily receptors.

The IL-2 receptor occurs in three forms, each exhibiting a
different affinity for IL-2: the low-affinity monomeric IL-2Ra
(CD25) (which can bind to IL-2, but is incapable of transducing
a signal from it), the intermediate-affinity dimeric IL-2RBy
(which is capable of signal transduction), and the high-affinity
trimeric IL-2RaBy (which is responsible for most physiologi-
cally relevant IL-2 signaling) (Figure 4-8a). A recent x-ray
crystallographic structure of the high-affinity trimeric form of
the IL-2 receptor with an IL-2 molecule in its binding site
reveals that IL-2 binds in a pocket formed by the $ and -y chains

@ Intermediate High affinity, Low affinity,
affinity, IL-2R IL-2R IL-2R
' o o
Y Y
B p

Subunit
composition: IL-2RB IL-2Ra IL-2Ro

IL-2Ry IL-2RB

IL-2Ry

Dissociation
constant (Kp: 1077 M 1071 M 1078 M
Cells A e g
expressed by: NK cells Activated CD4+ and CD8* T cells

Resting T cells
(low numbers)

Activated B cells
(low numbers)

FIGURE 4-8 Comparison of the three forms of the IL-2
receptor. (a) Schematic of the three forms of the receptor and listing
of dissociation constants and properties for each. Signal transduction
is mediated by the 8 and vy chains, but all three chains are required
for high-affinity binding of IL-2. (b) Three-dimensional structure of the

three-chain form of the IL-2 receptor with bound IL-2 (views rotated
by 90°). Note that the o chain completes the pocket to which IL-2
binds, accounting for the higher affinity of the trimeric form. [From X.
Wang, M. Rickert, and K. C. Garcia, 2005, Structure of the quaternary complex of
interleukin-2 with its o, 3, and v, receptors. Science 310:1159.]
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(Figure 4-8b). Important additional contacts with the IL-2
ligand are contributed when the o chain is present, accounting
for the higher affinity of binding by the trimer.

The expression of the three chains of the IL-2 receptor
varies among cell types and in different activation states. The
intermediate affinity (By) IL-2 receptors are expressed on
resting T cells and on NK cells, whereas activated T and B
cells express both the low-affinity (o) and the high-affinity
(afy) receptor forms (see Figure 4-8a). Since there are
approximately ten times as many low-affinity as high-affinity
receptors on activated T cells (50,000 vs. 5000), one must ask
what the function of the low-affinity receptor might be, and
two possible ideas have been advanced. It may serve to con-
centrate IL-2 onto the recipient cell surface for passage to the
high-affinity receptor. Conversely, it may reduce the local
concentration of available IL-2, ensuring that only cells bear-
ing the high-affinity receptor are capable of being activated.
Whatever the answer to this question may be, the restriction
of the high-affinity IL-2 receptor expression to activated T
cells ensures that only antigen-activated CD4" and CD8" T
cells will proliferate in response to physiologic levels of IL-2.

The B—Chain Bearing, or GM-CSF, Receptor Subfamily

Members of the GM-CSF receptor subfamily, which includes
the receptors for IL-3, IL-5, and GM-CSE, share the {3 signal-
ing subunit. Each of these cytokines binds with relatively low
affinity to a unique, cytokine-specific receptor protein, the o
subunit of a dimeric receptor. All three low-affinity subunits
associate noncovalently with the common signal-transducing
B subunit. The resulting a3 dimeric receptor has a higher
affinity for the cytokine than the specific o chain alone, and
is also capable of transducing a signal across the membrane
upon cytokine binding (Figure 4-9a).

IL-3, IL-5, and GM-CSF exhibit redundant activities. IL-3
and GM-CSF both act on hematopoietic stem cells and pro-
genitor cells, activate monocytes, and induce megakaryocyte
differentiation, and all three of these cytokines induce
eosinophil proliferation and basophil degranulation with
release of histamine.

Since the receptors for IL-3, IL-5, and GM-CSF share a com-
mon signal-transducing 3 subunit, each of these cytokines
would be expected to transduce a similar activation signal,
accounting for the redundancy seen among their biological
effects, and indeed, all three cytokines induce the same patterns
of protein phosphorylation upon cell activation. However,
when introduced simultaneously to a cell culture, IL-3 and GM-
CSF appear to antagonize one another; the binding of IL-3 is
inhibited by GM-CSE, and binding of GM-CSF is inhibited by
IL-3. This antagonism is caused by competition for a limited
number of 3 subunits available to associate with the cytokine-
specific a subunits of the dimeric receptors (Figure 4-9b).

The gp130 Receptor Subfamily

The importance of the gp130 cytokine receptor family to the
development and health of the individual is underscored by
the results of deletion studies which have demonstrated that
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FIGURE 4-9 Interactions between cytokine-specific subunits
and a common signal-transducing subunit of the 3-chain family
of cytokine receptors. (a) Schematic diagram of the low-affinity and
high-affinity receptors for IL-3, IL-5, and GM-CSF. The cytokine-specific
subunits exhibit low-affinity binding and cannot transduce an activa-
tion signal. Noncovalent association of each subunit with a common
B subunit yields a high-affinity dimeric receptor that can transduce a
signal across the membrane. (b) Competition of ligand-binding chains
of different receptors for a common subunit can produce antagonistic
effects between cytokines. Here binding of IL-3 by a subunits of the IL-3
receptor allows them to outcompete a chains of the GM-CSF receptor
for B subunits. [Part a adapted from T. Kishimoto et al, 1992, Interleukin-6 and its
receptor: A paradigm for cytokines, Science 258:593.]
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the targeted disruption of gp130 in mice during embryonic
development is lethal. Receptors in this family include those
for IL-6, important in the initiation of the immune response,
and IL-12, critical for signaling differentiation of helper T
cells along the Tyl pathway. Targeted disruption of individ-
ual cytokine receptors, as well as of the cytokines themselves,
has provided much functional information about signaling
via these cytokine family members.

Cytokine specificity of the gpl130 family of receptors is
determined by the regulated expression of ligand-specific
chains in dimers, or trimers, with the gp130 component. The
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gp130 subunit family of cytokine receptors is further subdi-
vided into receptors specific for monomeric cytokines, such as
IL-6, and those which bind the dimeric cytokines, such as IL-12.

Because the Hematopoietin (Class I) and Interferon
(Class II) cytokine receptor families utilize similar signaling
pathways, we will first describe the Interferons and their
receptors and then consider the signaling pathways used by
the two families together.

The Interferon (Class Il) Cytokine Family Was
the First to Be Discovered

In the late 1950s, investigators studying two different viral
systems in two laboratories half a world apart almost simulta-
neously discovered interferons. Yasu-Ichi Nagano and Yas-
huhiko Kojima, Japanese virologists, were using a rabbit skin
and testes tissue culture model to develop a vaccine against
smallpox. They noted that immunization with a UV-inactivated
form of the cowpox virus resulted in the localized inhibition
of viral growth, following a subsequent injection of the same
virus. Viral growth inhibition was restricted to a small area of
skin close to the site of the original immunization, and the
scientists postulated that the initial injection had resulted in
the production of a “viral inhibitory factor” After showing
that their “inhibitory factor” was not simply antibody, they
published a series of papers about it. With hindsight, scientists
now believe that their protective effect was mediated by inter-
ferons. However, the technical complexity of their system, and
the fact that their papers were published in French, rather
than in English, delayed the dissemination of their findings to
the broader scientific community.

Meanwhile, in London, Alick Isaacs and Jean Lindenman
were growing live influenza virus on chick egg chorioallantoic
membranes (a method that is still used today), and noticed
that exposure of their membranes to a heat-inactivated form
of influenza interfered with subsequent growth of a live virus
preparation on that surface preparation. They proved that the
growth inhibition resulted from the production of an inhibit-
ing molecule by the chick membrane. They named it “inter-
feron” because of its ability to “interfere” with the growth of
the live virus. Their more straightforward in vitro assay system
enabled them to rapidly characterize the biological effects of
the molecule involved, and they wrote a series of papers
describing the biological effects of interferon(s) in the late
1950s. However, since interferons are active at very low con-
centrations, it was not until 1978 that they were produced in
quantities sufficient for biochemical and crystallographic
analysis. Since that time, investigators have shown that there
are two major types of interferons, Types 1 and 2, and that
Type 1 interferons can be subdivided into two subgroups.

Interferons

Type I interferons are composed of Interferons o, a family of
about 20 related proteins, and interferon-f3, which are secreted
by activated macrophages and dendritic cells, as well as by
virus-infected cells. Interferons o and 3 are also secreted by

CHAPTER 4 19

virally infected cells after recognition of viral components by
pattern recognition receptors (PRRs) located either at the
cell surface, or inside the cell (see Chapter 5). Intracellular
PRRs may interact with virally derived nucleic acids or with
endocytosed viral particles. The secreted Type I interferons
then interact in turn with membrane-bound interferon
receptors on the surfaces of many different cell types. The
results of their interaction with these receptors are discussed
in detail in Chapter 5, but they include the induction of ribo-
nucleases that destroy viral (and cellular) RNA, and the ces-
sation of cellular protein synthesis. Thus, interferons prevent
virally infected cells from replicating and from making new
viral particles. However, they simultaneously inhibit normal
cellular functions and destroy virally infected cells so that the
infection cannot spread.

Type I interferons are dimers of 18 to 20 kDa polypeptides,
predominantly helical in structure, and some members of this
family are naturally glycosylated. Type I interferons are used
in the treatment of a variety of human diseases, most notably
hepatitis infections.

Type II interferon, otherwise known as interferon-vy, is
produced by activated T and NK cells and is released as a
dimer (Figure 4-10). Interferon-vy is a powerful modulator of

FIGURE 4-10 The complex between IFN-y and the ligand-
binding chains of its receptor. This model is based on the x-ray
crystallographic analysis of a crystalline complex of interferon-y (dark
and light purple) bound to ligand-binding a chains of the receptors
(green and yellow). Note that IFN-y is shown in its native dimeric
form; each member of the dimer engages the a chain of an IFN-y
receptor, thereby bringing about receptor dimerization and signal
transduction. [From M. R. Walter et al, 1995, Crystal structure of a complex
between interferon- and its soluble high-affinity receptor. Nature 376:230, cour-
tesy M. Walter, University of Alabama.]
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ﬁ_ f Therapy with Interferons

Interferons are an extraordinary
group of proteins with important effects
on the immune system. Their actions
affect both the adaptive and the innate
arms of the immune system and include
the induction of increases in the expres-
sion of both Class | and Class Il MHC mol-
ecules and the augmentation of NK-cell
activity. Cloning of the genes that encode
IFN-o, IFN-B, and IFN-y has made it pos-
sible for the biotechnology industry to
produce large amounts of each of these
interferons at costs that make their clinical
use practical (Table 1).

IFN-a (also known by its trade names
Roferon and Intron A) has been used for
the treatment of hepatitis C and hepatitis
B. It has also been found useful in a num-
ber of different applications in cancer
therapy. A type of B-cell leukemia known
as hairy-cell leukemia (because the cells
are covered with fine, hairlike cytoplasmic
projections) responds well to IFN-a.
Chronic myelogenous leukemia, a disease
characterized by increased numbers of
granulocytes, begins with a slowly devel-
oping chronic phase that changes to an
accelerated phase and terminates in a
blast phase, which is usually resistant to
treatment. IFN-a is an effective treatment
for this leukemia in the chronic phase
(70% response rates have been reported),
and some patients (as many as 20% in
some studies) undergo complete remis-
sion. Kaposi's sarcoma, the cancer most
often seen in AIDS patients in the United
States, also responds to treatment with
IFN-o,, and there are reports of a trend
toward longer survival and fewer oppor-

tunistic infections in patients treated with
this agent. Most of the effects mentioned
above have been obtained in clinical
studies that used IFN-a alone, but certain
applications such as hepatitis C therapy
commonly use it with an antiviral drug
such as ribavirin. The clearance time of
IFN-a is lengthened by using it in a form
complexed with polyethylene glycol
(PEG) called pegylated interferon.

IFN-B has emerged as the first drug
capable of producing clinical improve-
ment in multiple sclerosis (MS). Young
adults are the primary target of this auto-
immune neurologic disease, in which
nerves in the central nervous system
(CNS) undergo demyelination. This results
in progressive neurologic dysfunction,
leading to significant and, in many cases,
severe disability. This disease is often char-
acterized by periods of nonprogression
and remission alternating with periods of
relapse. Treatment with IFN-B provides
longer periods of remission and reduces
the severity of relapses. Furthermore,
magnetic resonance imaging (MRI) stud-
jes of CNS damage in treated and
untreated patients revealed that MS-
induced damage was less severe in a
group of IFN-B—treated patients than in
untreated ones.

IFN-y has been used, with varying
degrees of success, to treat a variety of
malignancies that include non-Hodgkin's
lymphoma, cutaneous T-cell lymphoma,
and multiple myeloma. A more successful
clinical application of IFN-y in the clinic is
in the treatment of the hereditary immu-
nodeficiency chronic granulomatous dis-

ease (CGD; see Chapter 18). CGD features
a serious impairment of the ability of
phagocytic cells to kill ingested microbes,
and patients with CGD suffer recurring
infections by a number of bacteria (Staph-
ylococcus aureus, Klebsiella, Pseudomonas,
and others) and fungi such as Aspergillus
and Candida. Before interferon therapy,
standard treatment for the disease
included attempts to avoid infection,
aggressive administration of antibiotics,
and surgical drainage of abscesses. A fail-
ure to generate microbicidal oxidants
(H,0,, superoxide, and others) is the basis
of CGD, and the administration of IFN-y
significantly reverses this defect. Therapy
of CGD patients with IFN-y significantly
reduces the incidence of infections. Also,
the infections that are contracted are less
severe, and the average number of days
spent by patients in the hospital is
reduced.

IFN-y has also been shown to be effec-
tive in the treatment of osteopetrosis (not
osteoporosis), a life-threatening congenital
disorder characterized by overgrowth of
bone that results in blindness and deaf-
ness. Another problem presented by this
disease is that the buildup of bone
reduces the amount of space available for
bone marrow, and the decrease in hema-
topoiesis results in fewer red blood cells
and anemia. The decreased generation of
white blood cells causes an increased
susceptibility to infection.

The use of interferons in clinical
practice is likely to expand as more is
learned about their effects in combina-
tion with other therapeutic agents.

the adaptive immune response, biasing T cell help toward
the Tyl type and inducing the activation of macrophages,
with subsequent destruction of any intracellular pathogens
and the differentiation of cytotoxic T cells. All three interfer-
ons increase the expression of MHC complex proteins on the
surface of cells, thus enhancing their antigen-presentation
capabilities.

Interferon-v is used medically to bias the adaptive immune
system toward a cytotoxic response in diseases such as lep-
rosy and toxoplasmosis, in which antibody responses are less
effective than those that destroy infected cells. Clinical Focus
Box 4-2 describes additional roles of interferons in the clinic.

Minority members of the Interferon family of cytokines
include IL-10, secreted by monocytes and by T, B, and
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TABLE 1 Cytokine-based therapies in clinical use

Agent

Nature of agent
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Clinical application

Enbrel

Remicade or Humira

Roferon
Intron A
Betaseron
Avonex
Actimmune

Neupogen

Leukine

Neumega or Neulasta

Epogen

Ankinra (kineret)

Daclizumab (Zenapax)

Basiliximab (Simulect)

Chimeric TNF-receptor/IgG
constant region

Monoclonal antibody against
TNF-a receptor

Interferon-a-2a’
Interferon-a-2b
Interferon-B-1b
Interferon-p-1a
Interferon-y-1b

G-CSF (hematopoietic
cytokine)

GM-CSF (hematopoietic
cytokine)

Interleukin 11 (IL-11), a
hematopoietic cytokine
Erythropoietin (hematopoietic
cytokine)

Recombinant IL-1Ra

Humanized monoclonal
antibody against IL-2R

Human/mouse chimeric
monoclonal antibody against
IL-2R

Rheumatoid arthritis
Rheumatoid arthritis, Crohn'’s disease

Hepatitis B, Hairy-cell leukemia, Kaposi's sarcoma, Hepatitis C'
Melanoma

Multiple sclerosis

Multiple sclerosis

Chronic granulomatous disease (CGD), Osteopetrosis

Stimulates production of neutrophils; reduction of infection in
cancer patients treated with chemotherapy, AIDS patients

Stimulates production of myeloid cells after bone marrow
transplantation
Stimulates production of platelets

Stimulates red-blood-cell production

Rheumatoid arthritis

Prevents rejection after transplantation

Prevents transplant rejection

*Interferon-a—-2a is also licensed for veterinary use to combat feline leukemia.

" Normally used in combination with an antiviral drug (ribavirin) for hepatitis C treatment.

Although interferons, in common with
other cytokines, are powerful modifiers
of biological responses, the side effects
accompanying their use are fortunately
relatively mild. Typical side effects include

flu-like symptoms, such as headache,
fever, chills, and fatigue. These symptoms
can largely be managed with acetamino-
phen (Tylenol) and diminish in intensity
during continued treatment. Although

interferon toxicity is usually not severe,
treatment is sometimes associated with
serious manifestations such as anemia
and depressed platelet and white-blood-
cell counts.

dendritic cells that regulates immune responses. IL-10 shares
structural similarities with interferon-v, and these similari-
ties enable it to bind to the same class of receptors. In addi-
tion, a third class of interferons, the so-called interferon-\,
or type III Interferon family, was discovered in 2003. There
are currently three members of this family: interferon-\1
(IL-29), interferon-\2 (IL-28A), and interferon-A3 (IL-28B).

Like Type I interferons, the Type III interferons up-regulate
the expression of genes controlling viral replication and host
cell proliferation.

Interferon Receptors

Members of the Interferon receptor family are heterodimers
that share similarly located, conserved cysteine residues with
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members of the Hematopoietin receptor family. Initially,
only interferon-a, -, and -y were thought to be ligands for
these receptors. However, recent work has shown that the
receptor family consists of 12 receptor chains that, in their
various assortments, bind no fewer than 27 different cyto-
kines, including six members of the IL-10 family, 17 Type I
interferons, one Type II interferon, and three members of
the recently described interferon-A family, including IL-28A,
IL-28B, and IL-29.

The JAK-STAT Signaling Pathway

Early experiments in cytokine signaling demonstrated that a
series of protein tyrosine phosphorylations rapidly followed
the interaction of a cytokine with a receptor from the Class I
or Class II cytokine receptor families. These results were
initially puzzling, since the cytokine receptors lack the
immunotyrosine activation motifs (ITAMs) characteristic of
B- and T-cell receptors. However, studies of the molecular
events triggered by binding of interferon gamma (IFN-y) to
its receptor shed light on the mode of signal transduction
used by members of both the Hematopoietin and Interferon
cytokine families.

In the absence of cytokine, the receptor subunits are
associated only loosely with one another in the plane of the
membrane, and the cytoplasmic region of each of the
receptor subunits is associated noncovalently with inactive
tyrosine kinases named Janus Activated Kinases (JAKs).
(Some members of this family of kinases retain their earlier
name of Tyk, but share structural and functional properties
with the JAK family of kinases.) The process of signal
transduction from Class I and Class II cytokine receptors
has been shown to proceed according to the following steps
(Figure 4-11):

e Cytokine binding induces the association of the two sep-
arate cytokine receptor subunits and activation of the
receptor-associated JAKs.

e The receptor-associated JAKs phosphorylate specific
tyrosines in the receptor subunits.

e These phosphorylated tyrosine residues serve as docking
sites for inactive transcription factors known as Signal
Transducers and Activators of Transcription (STATs).

e The inactive STATs are phosphorylated by JAK and Tyk
kinases.

e Phosphorylated STAT transcription factors dimerize,
binding to one another via SH2/phosphotyrosine
interactions.

e Phosphorylation also results in a conformational change in
the STAT dimer that reveals a nuclear localization signal.

e The STAT dimer translocates into the nucleus, where it
initiates the transcription of specific genes.

Currently, we know of seven STAT proteins (STAT 1-4,
5A, 5B, and 6) and four JAK proteins (JAK 1-3 and Tyk2) in

% Dimerization
of receptor

Activation of JAK
family tyrosine kinases,
phosphorylation of receptor

2
\\ Tyrosine phosphorylation of
STAT _é @ STAT by JAK kinase

Dimerization
of STAT

Specific gene transcription

FIGURE 4-11 General model of signal transduction medi-
ated by most Class | and Class Il cytokine receptors. Binding of
a cytokine induces dimerization of the receptor subunits, which leads
to the activation of receptor subunit-associated JAK tyrosine kinases
by reciprocal phosphorylation. Subsequently, the activated JAKs
phosphorylate various tyrosine residues, resulting in the creation of
docking sites for STATs on the receptor and the activation of one or
more STAT transcription factors. The phosphorylated STATs dimerize
and translocate to the nucleus, where they activate transcription of
specific genes.

mammals. Specific STATS play essential roles in the signaling
pathways of a wide variety of cytokines (Table 4-4).

Given the generality of this pathway among Class I and
Class II cytokines, how does the immune system induce a
specific response to each cytokine? First, there is exquisite
specificity in the binding of cytokines to their receptors. Sec-
ondly, particular cytokine receptors are bound to specific
partner JAK enzymes that in turn activate unique STAT tran-
scription factors. Third, the transcriptional activity of acti-
vated STATSs is specific because a particular STAT homodimer
or heterodimer will only recognize certain sequence motifs
and thus can interact only with the promoters of certain
genes. Finally, only those target genes whose expression is
permitted by a particular cell type can be activated within
that variety of cell. For example, promoter regions in some
cell types may be caught up in heterochromatin and
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TABLE 4-4
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STAT and JAK interaction with selected cytokine receptors during signal transduction

Each cytokine receptor must signal through a pair of Janus kinases. The JAKs may operate as either homo- or heterodimers.

STAT

STATs 1 and 2

STAT 1

Mainly STATs 3 and 5. Also STAT 1.
Mainly STAT 6. Also STAT 5.

STAT 3

STATs 5 and 3

STATS 2,3,4,and 5

STAT 5

Mainly STATs 1 and 3; also STAT 5

Cytokine receptor Janus kinase
IFN-o/-B JAK 1, Tyk 2"
IFN-y JAK 1, JAK 2
IL-2 JAK 1, JAK 3
IL-4 JAK 1, JAK 3
IL-6 JAK 1, JAK 2
IL-7 JAK 1, JAK 3
IL-12 JAK 2, Tyk2
IL-15 JAK 1, JAK 3
IL-21 JAK 1, JAK 3
* Despite its name, Tyk2 is also a Janus kinase.

N\

inaccessible to transcription factors. In this way, the Class I
cytokine IL-4 can induce one set of genes in T cells, another
in B cells, and yet a third in eosinophils.

JAK-STAT pathways are not unique to the immune sys-
tem. Among the many genes known to be regulated by
mammalian STAT proteins are those encoding cell survival
factors such as the Bcl-2 family members, those involved in
cell proliferation such as cyclin D1 and myc, and those impli-
cated in angiogenesis or metastasis such as vascular endo-
thelial growth factor, or VEGF.

At the close of cytokine signaling, negative regulators of
the STAT pathway, such as protein inhibitor of activated
STAT (PIAS), suppressor of cytokine signaling (SOCS), and
protein tyrosine phosphatases are believed to be responsible
for turning off JAK-STAT signaling and returning the cell to
a quiescent state.

Members of the TNF Cytokine Family Can
Signal Development, Activation, or Death

The Tumor Necrosis Family (TNF) family of cytokines
regulates the development, effector function, and homeosta-
sis of cells participating in the skeletal, neuronal, and
immune systems, among others.

Cytokines of the TNF Family Can Be Soluble
or Membrane Bound

TNF-related cytokines are unusual in that they are often
firmly anchored into the cell membrane. Generally they are
Type 2 transmembrane proteins with a short, intracytoplas-
mic N-terminal region, and a longer, extracellular C-terminal
region. The extracellular region typically contains a canoni-
cal TNF-homology domain responsible for interaction with
the cytokine receptors. Members of the TNF family can also act
as soluble mediators, following cleavage of their extracellular

regions, and in some cases, the same cytokine exists in both
soluble and membrane-bound forms.

There are two eponymous (having the same name as)
members of the TNF family: TNF-a and TNF-, though
TNF- is more commonly known as Lymphotoxin-a, or LT-cv.
Both of these are secreted as soluble proteins. TNF-a (fre-
quently referred to simply as TNF) is a proinflammatory
cytokine, produced primarily by activated macrophages, but
also by other cell types including lymphocytes, fibroblasts,
and keratinocytes (skin cells), in response to infection,
inflammation, and environmental stressors. TNF elicits its
biological effects by binding to its receptors, TNF-R1 or
TNEF-R2, which are described below. Lymphotoxin-a is pro-
duced by activated lymphocytes and can deliver a variety of
signals. On binding to neutrophils, endothelial cells, and
osteoclasts (bone cells), Lymphotoxin-a delivers activation
signals; in other cells, binding of Lymphotoxin-a can lead to
increased expression of MHC glycoproteins and of adhesion
molecules.

We will also encounter five physiologically significant,
membrane-bound members of the TNF cytokine family
throughout this book. Lymphotoxin-f, a membrane-bound
cytokine, is important in lymphocyte differentiation. We will
learn about BAFF and APRIL in the context of B-cell devel-
opment and homeostasis (Chapter 10). CD40L is a cytokine
expressed on the surface of T cells that is required to signal
for B-cell differentiation (Chapter 12). Fas ligand (FasL), or
CD95L, induces apoptosis on binding to its cognate receptor,
Fas, or CD95.

Whether membrane-bound or in soluble form, active
cytokines of the TNF family assemble into trimers. Although
in most cases they are homotrimeric, heterotrimeric cytokines
do form between the TNF family members Lymphotoxin-a
and Lymphotoxin-(3 and between APRIL and BAFFE. Crystal-
lographic analysis of TNF family members has revealed that
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FIGURE 4-12 The TNF-family members act as trimers in
vivo. [PDBID 1TNF]

they have a conserved tertiary structure and fold into a
B-sheet sandwich. The conserved residues direct the folding
in the internal B strands that, in turn, promote the trimer
formation (Figure 4-12).

TNF Receptors

Members of the TNF receptor superfamily are defined by the
presence of Cysteine-Rich Domains (CRDs) in the extracel-
lular, ligand-binding domain. Each CRD typically contains
six cysteine residues, which form three disulfide bonded
loops, and individual members of the superfamily can con-
tain from one to six CRDs.

Although most TNF receptors are Type 1 membrane pro-
teins (their N-terminals are outside the cell), a few family
members are cleaved from the membrane to form soluble
receptor variants. Alternatively, some lack a membrane
anchoring domain at all, or are linked to the membrane only
by covalently bound, glycolipid anchors. These soluble forms
of TNF family receptors are known as “decoy receptors,” as
they are capable of intercepting the signal from the ligand
before it can reach a cell, effectively blocking the signal. This
is a theme that we have encountered before in our consider-
ation of the IL-1 receptor family.

Signaling Through TNF Superfamily Receptors

The work of delineating the precise pathways of signaling
through TNF family receptors is ongoing, and some impor-

tant questions still await resolution. One reason that these
pathways have been so difficult to define is that the same
receptor, TNF-R1, can transduce both activating and death-
promoting signals, depending on the local cellular and
molecular environment in which the signal is received, and
investigators have yet to determine the trigger that shifts the
signaling program from life to death. However, much is
known about how each of these signaling pathways work,
once that all-important decision has been made.

We will start by describing the proapoptotic (death-
inducing) pathway that is initiated when the membrane-
bound TNF family member FasL on one cell binds to a Fas
receptor on a second cell, leading to death in the cell bearing
the Fas receptor. With this as our foundation, we will then
illustrate how the TNF-R1 receptor mediates both life- and
death- promoting signals. Signaling through other TNF-R
family members, such as CD40, BAFE, and April, will be
described in later chapters in the context of the various
immune responses in which they are involved.

Signaling Through the Fas Receptor

At the close of an immune response, when the pathogen is
safely demolished and the immune system needs to elimi-
nate the extra lymphocytes it has generated to deal with the
invader, responding lymphocytes begin to express the TNF
family receptor Fas on their cell surfaces. Fas, and its ligand
FasL, are specialized members of the TNF receptor and the
TNF cytokine families, respectively, and they work together
to promote lymphocyte homeostasis. Mice with mutations
in either the fas (mrl/lpr mice) or the fasL (gld mice) genes
consequently suffer from severe lympho-proliferative disor-
ders, indicative of their inability to eliminate lymphocytes
that are no longer serving a useful purpose.

On interaction with other immune cells bearing FasL,
the Fas receptor trimerizes and transduces a signal to the
interior of the Fas-bearing cell that results in its elimina-
tion by apoptosis. Apoptosis, or programmed cell death,
is a mechanism of cell death in which the cell dies from
within and is fragmented into membrane-bound vesicles
that can be rapidly phagocytosed by neighboring macro-
phages (Figure 4-13a). By using such well-controlled apop-
totic pathways, the organism ensures that minimal
inflammation is associated with the natural end of an
immune response. Activation of the apoptotic pathway
invokes the activation of caspases; these are proteases,
bearing Cysteine residues at their active sites, which cleave
after ASPartic acid residues.

Binding of Fas to FasL results in the clustering of the Fas
receptors (Figure 4-13b). This, in turn, promotes interac-
tion between their cytoplasmic regions, which include
domains common to a number of proapoptotic signaling
molecules called death domains. This type of interaction,
between homologous protein domains expressing affinity
for one another, is referred to as a homotypic interaction. As
they bind to one another, the clustered Fas protein death
domains incorporate death domains from the adapter
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FIGURE 4-13 Apoptotic signaling through Fas receptors.
(@) Human Hela cells were activated to undergo apoptosis
through the Fas receptors. Hoechst-stained cells show the gradual
condensation of nuclear DNA into membrane-bounded blebs, as
the cell breaks up into vesicular packages that are recognized and
phagocytosed by macrophages in the absence of inflammation.
The same cells are also shown under transmission microscopy.
Arrows show staining of the Nuclear Mitotic Apparatus protein, an
early nuclear caspase target in apoptosis. (b) Signaling from Fas
leads to apoptosis. Binding of FasL to Fas induces clustering of the
Fas receptors and corresponding clustering of the Fas Death
Domains (DDs). The DDs of the adapter protein FADD bind to the
clustered Fas DDs via a homotypic interaction. Death effector

protein FADD (Fas-Associated Death Domain-containing
protein). FADD contains not only death domains, but also a
related type of domain called a Death Effector Domain
(DED). This, in turn, binds homotypically to the DED
domains of procaspase-8, resulting in the clustering of
procaspase-8 molecules. Procaspase-8 molecules contain
the active caspase-8 enzyme, held in an inactive state by
binding to prodomains.

The multimerization of procaspase-8 molecules results in
mutual cleavage of their prodomains and induces capsase-8
activation. Caspase-8 then cleaves many target proteins
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domains also located on the FADD adapter proteins incorporate
the DED domains of procaspase-8 into the membrane complex.
Clustering of procaspase-8 induces cleavage of the pro domains
of procaspase-8, leading to the release of the active caspase-8
protease. Caspase-8 cleaves the pro domains from the execu-
tioner caspases, caspase-3 and caspase-7, which in turn cleave
and activate nucleases leading to the degradation of nuclear
DNA. Caspase-8 also cleaves and activates the proapoptotic Bcl-2
family member protein, BID. [Taimen, Pekka and Kallajoki, Markku.
NuMA and nuclear lamins behave differently in Fasmediated apoptosis
J Cell Sci 2003 116:(3):571-583; Advance Online Publication December 11,
2002, doi:10.1242/jcs.00227. Reproduced with permission of Journal of
Cell S]

critical to the generation of apoptosis. The target proteins of
caspase-8 include the executioner caspases, -3 and -7 (which
cleave and activate nucleases leading to the degradation of
nuclear DNA), and the proapoptotic Bcl-2 family member
BID. The complex of Fas, FADD, and procaspase-8 is
referred to as the Death-Inducing Signaling Complex
(DISC). The ultimate result of activation of this cascade is
the condensation of nuclear material (see Figure 4-13a), the
degradation of nuclear DNA into 240 base pair, nucleic acid
fragments, and the subsequent breakdown of the cell into
“easily digestible” membrane-bound fragments.
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Signaling Through the TNF-R1 Receptor

The TNF-R1 receptor is present on the surface of all verte-
brate cells and, like Fas, has an intracytoplasmic death
domain (DD). Although this receptor is capable of binding
to both TNF-a and Lymphotoxin-a, we will focus on the
signaling that is elicited by TNF-a (TNF). TNF binding to
the TNF-R1 receptor can lead to two very different out-
comes: apoptosis (death) or survival (life). How it does so is
still the focus of intensive investigation, but the story as it is
unfolding is already a fascinating one.

The mechanism by which TNF binding leads to apoptosis
is slightly different from that which follows Fas-FasL bind-
ing. Like FasL, binding of TNF to the TNF-R1 receptor
induces trimerization of the receptor as well as an alteration
in its conformation, and these together result in the binding
of a DD-containing adapter molecule, in this case TRADD,
to the internal face of the receptor molecule (Figure 4-14).
The TRADD adapter molecule provides additional binding
sites for the components RIP1 (a serine/threonine kinase,
rather evocatively named Rest In Peace 1), which binds via
its own DDs and TRAF2, the TNF Receptor Associated Fac-
tor 2. This is known as complex 1. Intracellular localization
experiments have shown that this complex can dissociate
from the TNE-R at the membrane, and migrate to the cyto-
plasm where it binds to the now familiar DD-containing pro-
tein FADD. FADD recruits procaspase-8, as described above,
resulting in the generation of an apoptotic signal. The pro-
apoptotic cytoplasmic complex generated upon TNEF-R1
receptor binding is shown in Figure 4-14a as complex I1.

Counterintuitively, binding of this same molecule, TNE
to the same receptor, TNF-R1, can result in the delivery of
survival as well as of proapoptotic signals. How can the same
cytokine, acting through the same receptor, bring about two
apparently opposing actions?

In the TNF-mediated survival pathway (Figure 4-14b),
the generation of the original membrane complex appears to
initiate in the same general manner as for the proapoptotic
pathway. However, in the case of the prosurvival pathway,
the TRADD-containing complex does not dissociate from
the membrane, but rather remains at the cell surface and
recruits a number of other components, including the ubig-
uitin ligases cIAP1 and cIAP2.

Once cIAP1 and cIAP2 join the TNF-R1 complex at the
cell membrane, they recruit the LUBAC proteins, which
attach linear ubiquitin chains to RIP1. Polyubiquitinated
RIP1 then binds to the NEMO component of IKK as well as
to TAK1, which is already complexed with its associated
TAB proteins as described above. RIP1 and TAK1 activate
the IKK complex, leading to IkB phosphorylation and
destruction, and subsequent activation of NF-«kB. Once
NF-kB is fully activated, it turns on the expression of the
cFLIP protein that then inhibits the activity of caspase-8.
This effectively shuts down the antagonistic, proapoptotic
pathway (Figure 4-14a). As previously described, the TAK1
complex also acts to activate the MAP kinase pathway, which
further enhances survival signaling.

(b) Survival

(a) Apoptosis

G::D\ Procaspase-8

Complex II (inactive)
Caspase-8 /\k' o
(active) NF—KB MAP kinase
l /K activation  cascade
Apoptosis CFLIP / Survival

FIGURE 4-14 Signaling through TNF-R family receptors.
Signaling through TNF-R family receptors can lead to pro- or anti-
apoptotic outcomes depending on the nature of the signal, the
receptor, and the cellular context. (a) Apoptosis. Binding of TNF to
TNF-R1 induces trimerization of the receptor and conformational
alteration in its cytoplasmic domain, resulting in the recruitment of
the DD-containing adapter molecule TRADD to the cytoplasmic face
of the receptor. TRADD binds to the serine-threonine kinase RIP1 and
the TNF receptor associated factor TRAF2. This complex of TRADD,
RIPT, and TRAF2, known as complex |, dissociates from the receptor
and migrates to the cytoplasm where it binds to the adapter protein
FADD. FADD recruits procaspase-8, leading to apoptosis as described
in Figure 4-13. The proapoptotic complex generated upon TNF-R1
receptor binding is shown as Complex Il. (b). Survival. As for the apop-
totic pathway, TNF ligation results in receptor trimerization, TRADD
binding, and RIP1 recruitment. In this case, however, TRADD also
recruits the ubiquitin ligases clAP1 and clAP2, which in turn bind to
the proteins of the finear ubiquitin assembly complex (LUBAC) pro-
teins. Polyubiquitination of RIP1 allows it to bind to the NEMO com-
ponent of the IKK complex as well as to TAKT. TAK1 and RIP1 together
activate the IKK complex, leading to IkB phosphorylation and
destruction, and release of NF-kB to enter the nucleus. Among other
prosurvival effects, NF-kB activates the transcription of the cFLIP
protein, which inhibits caspase-8 action, thus tipping the scales in
favor of survival. The TAK1T complex also activates MAP kinase signal-
ing, which enhances cell survival.
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The survival versus death decisions that are made at the
level of the TNF-R1 receptor depend upon the outcome of
the race between the generation of active caspase-8 on the
one hand and the generation of the caspase-8 inhibitor cFLIP
on the other. Although we now understand the molecular
mechanisms that bring about the consequences of these
decisions, we still have much to learn regarding how the cell
integrates the signals received through TNF-R1 with other
signals delivered to the cell in order to determine which of
the two competing pathways will prevail. Since the genera-
tion of the membrane-bound complex that is capable of
activating NF-kB is entirely dependent on interactions
between various ubiquitinated proteins, it now appears that
the life-death decision for a cell may be executed by a small
protein previously thought to have only destructive intent.

The IL-17 Family Is a Recently Discovered,
Proinflammatory Cytokine Cluster

The most recently described family of cytokines, the IL-17
family, includes interleukins 17A, 17B, 17C, 17D, and 17E.
Signaling through most members of this family culminates
in the generation of inflammation. IL-17 receptors are found
on neutrophils, keratinocytes, and other nonlymphoid cells.
Members of the IL-17 family therefore appear to occupy a
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location at the interface of innate and adaptive immunity.
IL-17 cytokines do not share sequence similarity with other
cytokines, but intriguingly the amino acid sequence of
IL-17A is 58% identical to an open reading frame (ORF13)
found in a T-cell-tropic herpesvirus. The significance of this
sequence relationship is so far unknown; did the virus hijack
the cytokine sequence for its own needs, or did the pilfering
occur in the opposite direction?

IL-17 Cytokines

IL-17A, the first member of this family to be identified, is
released by activated T cells and stimulates the production of
factors that signal a proinflammatory state, including IL-6,
CXCL3, and granulocyte colony-stimulating factor (G-CSF).
As characterization of IL-17A and the T cells that secreted it
progressed, it became clear that the T cells secreting this
cytokine represent a new lineage, the Ty;17 cell subset, which
is currently the focus of intense investigation (see Chapter
11). Genomic sequencing has since led to the identification
of a number of homologs of IL-17A (see Table 4-5). Most of
the interleukins in the IL-17 family share the property of
operating at the interface of innate and adaptive immunity,
serving to coordinate the release of proinflammatory and
neutrophil-mobilizing cytokines. However, IL-17E pro-
vides an exception to this general rule, instead promoting

1V:1:18 350 Expression and known functions of members of the extended IL-17 receptor family
Family Other common
member names Receptors Expression by which cells Main functions
IL-17A IL-17 and CTL-8  IL-17RA and Ty17 cells, CD8™ T cells, y8 T cells, NK cells,  Autoimmune pathology, neutrophil
IL-17RC and NKT cells recruitment, and immunity to
extracellular pathogens
IL-17B NA IL-17RB Cells of the Gl tract, pancreas, and Proinflammatory activities?
neurons
IL-17C NA IL-17RE Cells of the prostate and fetal kidney Proinflammatory activities?
IL-17D NA Unknown Cells of the muscles, brain, heart, lung, Proinflammatory activities?
pancreas, and adipose tissue
IL-17E IL-25 IL-17RA and Intraepithelial lymphocytes, lung Induces T2 responses and
IL-17RB epithelial cells, alveolar macrophages, suppresses Ty17 responses
eosinophils, basophils, NKT cells, T2 cells,
mast cells, and cells of the gastrointestinal
tract and uterus
IL-17F NA IL-17RA and Ty17 cells, CD8" T cells, y3 T cells, NK cells,  Neutrophil recruitment and immu-
IL-17RC and NKT cells nity to extracellular pathogens
IL-17A/IL-17F - NA IL-17RA and Ty17 cells, CD8" T cells, y3 T cells, NK cells,  Neutrophil recruitment and immu-
heterodimer IL-17RC and NKT cells nity to extracellular pathogens
vIL-17 ORF13 IL-17RA (and Herpesvirus saimiri Unknown
IL-17RC?)
Adapted from Gaffen, S. L. 2009. Structure and signalling in the IL-17 receptor family. Nature Reviews Immunology 9:556-567.
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FIGURE 4-15 The IL-17 family of cytokines and their asso-
ciated receptors. The cytokines that form the IL-17 family share
a highly conserved structure, with four conserved cysteines. Only
one of the proteins has so far been subject to x-ray analysis, which
demonstrates that the structure is that of a “cysteine knot," a
tightly folded protein that exists naturally as a dimer. The five pro-
teins that make up the IL-17 receptor family are IL-17RA, IL-17RB,
IL-17RC, IL-17RD, and IL-17RE. These are arranged into homo- and
hetero- dimers and trimers to create the complete receptor mol-

the differentiation of the anti-inflammatory Ty2 subclass,
while suppressing further Tyl7 cell responses, in what
amounts to a negative feedback loop.

In general, members of the IL-17 family exist as homodi-
mers, but heterodimers of IL-17A and IL-17F have been
described. Monomeric units of IL-17 family members range in
molecular weight from 17.3 to 22.8 kDa, and crystallographic
analysis has revealed that they share a structure that is primar-
ily B sheet in nature, stabilized by intrachain disulfide bonds.

The IL-17 Family Receptors

The IL-17 receptor family is composed of five protein chains—
IL-17RA, IL-17RB, IL-17RC, IL-17RD, and IL-17RE—which
are variously arranged into homo- and hetero- dimeric and
trimeric units to form the complete receptor molecules (Fig-
ure 4-15). Members of the IL-17 receptor family share fibro-
nectin domains with the Hematopoietin and Interferon family
cytokine receptors and are single transmembrane proteins.
They all contain cytoplasmic SEF/IL-17R (Similar Expression
to Fibroblast growth factor interleukin 17 Receptor, or SEFIR)
domains, responsible for mediating the protein-protein inter-
actions of the IL-17R signal transduction pathway. The IL-
17RA chain also contains a TIR-like loop (TILL) domain,
analogous to structures found in the Toll and IL-1 receptor
molecules, as well as a C/EBPB activation domain (CBAD),
capable of activating the C/EBP transcription factor.

Signaling Through IL-17 Receptors

Analogous to signaling through IL-1 receptors, signaling
through most IL-17 receptors results in an inflammatory
response, and so it should not come as a surprise to learn
that signaling through the IL-17 receptor results in activa-

ecules shown. Each receptor protein includes one or more fibro-
nectin (FN) domains, as well as a cytoplasmic SEF/IL-17R (SEFIR)
domain that is important in mediating downstream signaling
events. The IL-17RA protein also includes a T/R-fike loop domain
(TILL), similar to that found in Toll-like receptors and IL-1 receptors,
as well as a C/EBPR activation domain, capable of interacting with
the downstream transcription factor C/EBP. [Adapted from S. Gaffen,
2009, Structure and signalling in the IL-17 receptor family, Nature Reviews
Immunology, 9:556.]

tion of NF-kB, a hallmark transcription factor of inflamma-
tion. Details of the signaling pathways that emanate from the
IL-17R are still being worked out, but Figure 4-16 illustrates
the major features of our current knowledge.

1. NF-kB activation via IL-17RA and IL-17RC. Binding of
IL-17A to the receptor molecules IL-17RA and IL-17RC
results in the recruitment of the adapter protein ACT1 to
the SEFIR domain. ACT1 binds other proteins, including
TRAF3 and TRAF6, which then engage with the TAK1
complex. TAK1 activation results in the phosphorylation
and inactivation of the inhibitor of NF-kB (IkB), allowing
NEF-kB activation and nuclear migration.

2. Activation of MAP kinase pathway and cytokine mRNA
stabilization. Adapter proteins bound to the receptor also
recruit components of the MAP kinase pathway, resulting
in the activation of MAP kinases, including the extracel-
lular signal-regulated kinase Erkl. Though unusual, it
appears that the most important role of Erkl in IL-17
signaling is not in the generation of phosphorylated
transcription factors (as is the case for its involvement in
TCR- and BCR-mediated cell signaling), but rather in
controlling the stability of cytokine mRNA transcripts.
Many of the target genes of IL-17 signaling are cytokines
and chemokines whose transcription is up-regulated on
receipt of an IL-17 signal. The levels of cytokine mRNA
are controlled in part by binding of the cytoplasmic pro-
tein tristetraprolin to AU-rich elements (AREs) in the
3'-untranslated regions of mRNA transcripts. Tristetrap-
rolin then delivers the cytokine mRNAs to the exosome
complexes of the cells, where they are degraded. However,
phosphorylation of tristetraprolin by MAP kinases inhibits
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FIGURE 4-16 Signaling from the IL-17 receptor. Binding of
IL-17 to its receptor initiates three signaling pathways. (1) Binding of
IL-17 to its receptor results in the recruitment of the adapter protein
ACT1 to the cytoplasmic region of the receptor. ACT1 then serves as
a docking point for TRAF proteins 3 and 6, which in turn recruit mem-
bers of the TAKT complex, consisting of the TAKT kinase and TAK1
binding proteins. TAK1 activation results in the phosphorylation and
activation of the IKK complex and resultant NF-kB activation, as
described previously. (2) Adapter proteins bound to the SEFIR (Similar
Expression to Fibroblast growth factor interleukin 17 Receptor)
domain also recruit components of the MAP kinase pathway. The
MAP kinase Erk1 phosphorylates the cytoplasmic protein tristetrapro-
lin, and inhibits its ability to bind to AU-rich elements on mRNA
encoding cytokines. Since tristetraprolin binding results in mMRNA
degradation, activation of this arm of the pathway results in enhanc-
ing the stability of cytokine mRNA. (3) IL-17 binding to its receptor
also results in the activation of transcription factors of the C/EBP fam-
ily, which promote the expression of the inflammatory cytokine IL-6.

its ability to recruit the degradative machinery and hence
results in increased stability of the cytokine and chemo-
kine mRNAs.

3. Activation of the transcription factors C/EBPR and
C/EBPS In addition to up-regulation of NF-kB and
members of the MAP kinase pathway, signaling through
IL-17RA and IL-17RC proteins has also been shown to
activate the transcription factors C/EBP@ and C/EBPS,
which promote expression of IL-6, one of the quintes-
sential inflammatory cytokines.
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Chemokines Direct the Migration
of Leukocytes Through the Body

Chemokines are a structurally related family of small cyto-
kines that bind to cell-surface receptors and induce the
movement of leukocytes up a concentration gradient and
toward the chemokine source. This soluble factor-directed
cell movement is known as chemotaxis, and molecules that
can elicit such movement are referred to as chemoattractants
(Box 4-3). Some chemokines display innate affinity for the
carbohydrates named glycosaminoglycans, located on the
surfaces of endothelial cells, a property that enables them to
bind to the inner surfaces of blood vessels and set up a cell-
bound chemoattractant gradient along blood vessel walls,
directing leukocyte movement.

Chemokine Structure

Chemokines are relatively low in molecular weight (7.5-
12.5kDa) and structurally homologous. The tertiary struc-
ture of chemokines is constrained by a set of highly conserved
disulfide bonds; the positions of the cysteine residues deter-
mine the classification of the chemokines into six different
structural categories (Figure 4-17). Within any one category,
chemokines may share 30% to 99% sequence identity.

The grouping of chemokines into the subclasses shown in
Figure 4-17 has functional, as well as structural, significance.
For example, the seven human CXC chemokines within the
ELR subclass share the same receptor (CXCR2), attract neu-
trophils, are angiogenic, and have greater than 40% sequence
identity. (A substance is angiogenic if it promotes the forma-
tion of new blood vessels; it is angiostatic if it prevents the
formation of new blood vessels.) The non-ELR, CXCL che-
mokines CXCL9, CXCL10, and CXCL11, are also more than
40% identical to one another; however, this group is angio-
static, not angiogenic, and utilizes the CXCR4 receptor.
Members of the two, structurally distinct CC groups are
chemoattractants that attract monocytes and macrophages
(although not neutrophils) to the site of infection. See
Appendix III for a more comprehensive tabulation of che-
mokines and their immunologic roles.

Chemokine Receptors

In the 1950s, investigations of the mechanisms by which
glucagon and adrenaline signaling led to an increase in the
rate of glycogen metabolism revealed the existence of a class
of receptors that threads through the membrane seven times
and transduces the ligand signal via interactions with a poly-
meric GTP/GDP-binding “G protein”” This class of G-Protein-
Coupled Receptors (GPCRs) is used in the recognition of
many types of signals, including those mediated by chemo-
kines. Certain essential features of this pathway are con-
served in all GPCR-type responses. (These larger, polymeric,
seven membrane pass receptor-associated G proteins are
different from the small, monomeric G proteins such as ras,
which participate farther downstream in intracellular sig-
naling pathways. Although both types of G proteins are
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Introduction

How Does Chemokine Binding to a Cell-Surface Receptor Result
in Cellular Movement Along the Chemokine Gradient?

Chemotaxis is the mechanism by
which the speed and direction of cell
movement are controlled by a concentra-
tion gradient of signaling molecules.
Receptors on the surface of responsive
cells bind to chemotactic factors and
direct the cell to move toward the source
of factor secretion. Chemotaxis was rec-
ognized as a biological phenomenon as
early as the 1880s, and is found in organ-
isms as simple as bacteria, which use
chemotaxis to locate sources of nutrition.
However, only as scientists have devel-
oped the ability to analyze signaling path-
ways and to observe the movement of
individual cells under in vivo conditions
have we been able to approach a mecha-
nistic understanding of the complex
series of intracellular events that culmi-
nate in chemically directed cell move-
ment in the immune system. Although
we still do not understand all the details of
this process, some general principles have
begun to emerge.

We first address the means by which
cells sense chemoattractant signals. We
next develop an appreciation for how
cells move, and finally we can describe a
little of what we know regarding how
they become polarized in order to direct
their movement as specified by the che-
motactic signal.

SIGNAL SENSING

Leukocytes recognize chemoattractant sig-
nals, or chemokines, using the G-protein—
coupled receptors described in this chapter.
Such receptors are located at the plasma
membrane, and the cytoplasmic face of

these receptors is associated with a poly-
meric G protein, so called because of its
affinity for guanosine phosphates. On bind-
ing to its chemokine ligand, the receptor
alters its conformation, passing on that
conformational change to its associated G
protein. The bound G protein then loses
affinity for guanosine diphosphate (GDP)
and instead binds guanosine triphosphate
(GTP), thus achieving its active conforma-
tion. Next, the G protein dissociates into
two subu